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social media

2

social	media

Michael	Mathioudakis

consume	content
news	about	friends,	politics,	favorite	artists

generate	content
share	experiences,	interesting	articles

interact	with	others
comment,	rate,	and	discuss

hundreds	of	millions
of	active	users• people use social media to

– share information, express opinion, comment,
– interact, discuss, get personalized news feed

• majority of EU citizens get their news from social media

PEW RESEARCH CENTER 2018
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social media : good and bad sides

advantages

• no information barriers
• citizen journalism
• social connectivity
• democratization
• . . .

disadvantages

• harassment
• fake news
• echo chambers
• polarization
• . . .
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Are ‘online bubbles’ real?... 

…and do they make society more polarized? 

polarization	 online	bubble	 more	polarization	
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What the tutorial is about 

o  High-level	understanding	of	polarization	&	related	phenomena	
o  Breadth	over	depth	
o  Perspectives	from	various	fields	

•  Psychology,	social	sciences,	computer	science	

What the tutorial is not about 

o  Misinformation	/	fake	news	/	fact	checking	
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What is polarization? 

•  The	term	is	used	in	various	domains	with	similar	meaning	

•  Political	polarization	(Wikipedia)		“the	divergence	of	political	
attitudes	to	ideological	extremes.”	
https://en.wikipedia.org/wiki/Polarization_(politics)	

•  Social	polarization			“the	segregation	within	a	society	that	may	
emerge	from	income	inequality,	real-estate	fluctuations,	economic	
displacements,	etc.”	
https://en.wikipedia.org/wiki/Social_polarization	

•  Oxford	Dictionary		“Division	into	two	sharply	contrasting	groups	or	
sets	of	opinions	or	beliefs.”		
Ref:	https://en.oxforddictionaries.com/definition/polarization		
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Why is it important to study? 

•  How	we	handle	disagreement	is	essential	to	democratic	process	
•  A	large	part	of	the	discussion	has	moved	to	social	media	

•  Because	polarization	might	be	linked	to	adverse	effects	
•  Stereotypes	
•  Echo	chambers	
-  Decrease	in	deliberation	
-  Hinders	deliberative	democracy	

•  Need	to	be	aware	of	our	biases	
-  Sometimes	we	might	not	hear	opposing	views	
-  Biases	around	us	(e.g.,	algorithmic	personalization)	

•  However,	not	necessarily	negative	in	itself	
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Outline 

•  Part	1:	Introduction		
•  Part	2:	Exploring	Polarization		
•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization		
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research		
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Part 2 
Exploring Polarization 



Outline 

•  Part	1:	Introduction	
•  Part	2:	Exploring	Polarization	
•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization	
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research	
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Background: Cognitive mechanisms… 

• …	that	manifest	when	humans	are	confronted	with	information	
that	challenges	their	beliefs	

• Polarization	involves…	
•  …	arguments	and	counter-arguments	
•  …	evidence	that	is	conflicting	or	interpreted	differently	
•  …	different	points	of	view	–	that	might	challenge	our	own	

• How	do	we	react	to	opposing	opinions	/	arguments	/	evidence	
that	challenge	their	opinion?	

•  Do	we	update	our	beliefs?	How?	
•  Are	we	influenced	by	the	beliefs	of	others?	
•  Do	we	use	evidence	to	update	our	beliefs?		
•  Or	use	our	beliefs	to	judge	evidence?	

• Psychologists	&	cognitive	scientists	have	studied	these	questions	
for	long	
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In this part… 

•  Part	1:	Introduction	
•  Part	2:	Exploring	Polarization	

•  Cognitive	dissonance	
•  Why	the	Web	might	increase	polarization	(or	not)	
•  Studies	on	the	Web	

•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization	
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research	
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Cognitive dissonance 

•  People	experience	discomfort	when	presented	with	information	
that	challenges	their	beliefs	or	decisions	

	Fischer	et	al.	“The	theory	of	cognitive	dissonance:	State	of	the	science	and	directions	for	future	research.”	2008.	

•  Extensively	studied	behavior,	theory	first	formulated	in	the	1950’s	
	Festinger.	“A	Theory	of	Cognitive	Dissonance.”	1957.	

14	



Cognitive dissonance 

•  Cognition:	broadly	defined	
•  Element	of	knowledge,	belief,	value	

•  Dissonance	–	i.e.,	lack	of	harmony	or	agreement	

•  Subjective	perception	of	incompatibility	/	discrepancy	between	cognitions	

•  Psychological	discomfort	

•  Motivation	to	reduce	discomfort	

•  Reduce	discomfort	by…	

•  Adding	or	highlighting	consonant	cognitions	

•  Removing	or	downplaying	dissonant	cognitions	
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Manifestations of Cognitive Dissonance 

•  Selective	exposure	
Klapper.	“The	effects	of	mass	communication.”	1960	

•  Subjects	choose	to	examine	items	that	agree	with	their	decision	

•  Biased	assimilation	
Lord	et	al.	“Biased	assimilation	and	attitude	polarization:	The	effects	of	prior	theories	on	subsequently	considered	evidence.”	
1979	
•  Subjects	find	consonant	evidence	more	convincing	

•  Free	choice	
Brehm.	“Postdecision	changes	in	the	desirability	of	alternatives.”	1956	

•  Spreading-apart	of	alternatives	after	decision	
•  Induced	compliance	

Festinger	and	Carlsmith.	“Cognitive	consequences	of	forced	compliance.”	1959	

•  Subjects	justify	their	decisions	a-posteriori,	even	if	they	originally	disagreed	

16	



Selective Exposure to Information 

•  Setting:	controlled	study	

1.  Difficult	question	posed	to	participant	

•  ‘Difficult’:	valid,	non-trivial	options	

2.  Preliminary	decision	is	made	

3.  Participant	is	offered	additional	items	of	information	

•  Items	accompanied	with	description,	inspected	by	participant	

•  Description	reveals	clearly	whether	item	supports	decision	

4.  Participant	chooses	some	items	to	examine	before	final	decision	

• What	items	does	the	participant	choose?	

•  Finding:	more	items	that	agree	with	their	decision	
•  Confirmation	bias	

Jonas,	Schulz-Hardt,	Frey,	and	Thelen,	2001.	Confirmation	bias	in	sequential	information	search	after	preliminary	decisions:	an	
expansion	of	dissonance	theoretical	research	on	selective	exposure	to	information.	Journal	of	personality	and	social	psychology.	

36	students,	U.Munich,	Germany	

‘should	health	insurance	cover	
alternative	medicine	methods?’	

yes	or	no	

(real)	articles	by	experts	
8	consonant	+	8	dissonant	

2-sentence	summary	

consonant		3.17	±	1.89	
dissonant		2.39	±	1.79	
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Selective Exposure to Information 
 

relative	to		
own	opinion	
options	are:	

Q:	1	if	option	is	selected,	0	if	not	
	

E[Qi]	=	Prob(#i	is	selected)	
	

E[Qi	|	#i	is	consonant]	>	E[Qj	|	#j	is	dissonant]	

consonant	

dissonant	ar
tic
le
s	

Qi	

options	

Q1	

Q2	

Qn	

Jonas,	Schulz-Hardt,	Frey,	and	Thelen,	2001.	Confirmation	bias	in	sequential	information	search	after	preliminary	decisions:	an	
expansion	of	dissonance	theoretical	research	on	selective	exposure	to	information.	Journal	of	personality	and	social	psychology.	
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Biased assimilation 
 Lord,	C.G.,	Ross,	L.	and	Lepper,	M.R.,	1979.	Biased	assimilation	and	attitude	polarization:	The	effects	of	prior	theories	on	
subsequently	considered	evidence.	Journal	of	personality	and	social	psychology.	

•  Setting:	controlled	study	

1.  Participant	is	presented	with:	

•  a	question;	

•  two	sides	for	it,	in	form	of	study	headlines.	

2.  Participant	is	asked	to	give	own	opinion.	

3.  Participant	is	given	details	of	the	studies	&	

asked	to	evaluate	how	well	the	study	was	

performed	and	how	convincing	it	is.	

•  Does	the	participant	find	the	study	well-performed	or	convincing?	

•  Finding:	More	if	they	agree,	less	if	they	disagree.	
•  Other	finding:	polarization	increased	by	end	of	experiment.	

Does	capital	punishment	deter	crime?	
“A	study	performed	by	X	on	data	from	Y	found	
that	capital	punishment	does	[not]	deter	crime”.	

151	students,	Stanford	

agree	or	not	
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Biased assimilation 
 Lord,	C.G.,	Ross,	L.	and	Lepper,	M.R.,	1979.	Biased	assimilation	and	attitude	polarization:	The	effects	of	prior	theories	on	
subsequently	considered	evidence.	Journal	of	personality	and	social	psychology.	
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Biased assimilation 
 

options	

Q1	

Q2	

relative	to		
own	opinion	
options	are:	

Q:	perceived	quality	of	study	/	convincingness	
	

E[Qi	|	#i	is	consonant]	>	E[Qi	|	#j	is	dissonant]	consonant	

dissonant	st
ud

ie
s	

Lord,	C.G.,	Ross,	L.	and	Lepper,	M.R.,	1979.	Biased	assimilation	and	attitude	polarization:	The	effects	of	prior	theories	on	
subsequently	considered	evidence.	Journal	of	personality	and	social	psychology.	
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Free choice 
 
• Setting:	controlled	study	
1.  Participant	considers	a	set	of	items 		

•  and	rates	them	

2.  Participant	is	asked	to	consider	2	of	the	items	

•  Low-dissonance	(dissimilar	ratings)	or	high-dissonance	(similar	ratings)	

•  The	participant	is	offered	to	keep	one	of	the	two,	and	gets	to	decide	
•  Decision	is	made	by	participant	

3.  Participant	is	asked	to	rate	the	items	again	

• How	does	the	rating	change	after	the	decision?	

• Findings:	
•  Difference	between	the	two	items	increases	

•  Higher	increase	with	higher	dissonance	

Brehm,	1956.	Postdecision	changes	in	the	desirability	of	alternatives.	The	Journal	of	Abnormal	and	Social	Psychology.	

products,	worth	15-30$	

225	students	

rate	1	to	8	

high	vs	low	rating	

0.11	for	low	dissonance	
0.79	for	high	dissonance	
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Free choice 
 

Q:	rating	of	item	
	

E[Qi
after	|	#i	is	consonant]	>	E[Qj

after	|	#j	is	dissonant]	
	
E[Qi

after	|	#i	is	consonant]	>	E[Qi
before	|	#i	is	consonant]	

	
E[Qj

after	|	#j	is	dissonant	]	<	E[Qj
before	|	#j	is	dissonant	]	

options	

Q1	

Q2	

relative	to		
own	decision	
options	are:	

consonant	

dissonant	

Brehm,	1956.	Postdecision	changes	in	the	desirability	of	alternatives.	The	Journal	of	Abnormal	and	Social	Psychology.	
ite

m
s	
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Group biases 

•  Earlier	discussion:	bias	mechanisms	at	individual	level	
•  Biases	can	also	manifest	at	group	level	
•  Social	identity	complexity	

•  Individuals	associate	themselves	with	social	identities		
-  race,	religion,	gender,	class	

Roccas,	S.	and	Brewer,	M.B.,	2002.	Social	identity	complexity.	Personality	and	Social	Psychology	Review.	

•  Group	polarization	
•  The	tendency	for	a	group	to	make	decisions	that	are	more	extreme	
than	the	initial	inclination	of	its	members	

Sunstein,	C.R.,	2002.	The	law	of	group	polarization.	Journal	of	political	philosophy.	
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Wrap-up 

• Cognitive	dissonance	prompts	people	to	expose	themselves	to	
confirming	information	

• What	is	consonant	or	dissonant	might	also	depend	on	group	
participation	

• What	could	go	wrong?	

• People	share	their	views	on	the	same	platforms	they	use	to	consume	
information	

•  Eg:	Facebook,	Twitter	

•  If	platforms	are	aware	of	user	views	and	aim	to	maximize	user	
satisfaction,	what	content	will	they	show	to	users?	

• Why	show	dissonant	content?	
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Media bias 

•  Media	present	information	differently	based	on	their	audience	
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Algorithmic bias 

•  Online	content	platforms	present	
information	to	match	individual	users	

•  Algorithmic	personalization	

•  News	

•  Search	engines	

•  Social	media	

•  Filter	bubble	

•  We	do	not	see	the	same	content	
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Filter bubble 
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Filter bubble 
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Why the Web might increase polarization 

•  Increase	in	available	information	

•  Increase	in	filtering	power	
-  People	tend	to	avoid	reading	conflicting	information	

•  Increase	in	social	feedback	(with	social	media)	
-  Homogeneity	and	group-think	reinforced	

Echo chambers 
Tribal	enclaves	in	which	people	hear	and	
reinforce	their	own	opinions	
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In this part… 

•  Part	1:	Introduction	
•  Part	2:	Exploring	Polarization	

•  Cognitive	dissonance	
•  Why	the	Web	might	increase	polarization	(or	not)	
•  Studies	on	the	Web	

•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization	
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research	
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Ideological Selectivity in Web News 

•  People	prefer	to	read	news	from	sources	close	to	their	leaning	
•  Finding	consistent	with	selective	exposure	
	

• Online	user	study	with	randomized	experiments	in	US	
• Headlines	for	4	articles,	labeled	randomly	as	coming	from	4	different	sources:	

•  Fox	News,	CNN,	NPR,	BBC	
•  Control	group	sees	same	stories	with	no	media	logo	

•  380	stories,	1	020	users	
•  Tendency	to	select	news	based	on		
anticipated	agreement	as	predicted	
by	cognitive	dissonance	theory	

•  Effect	stronger	for	hard	news	

Iyengar,	S.,	&	Hahn,	K.	S.	"Red	media,	blue	media:	Evidence	of	ideological	selectivity	in	media	use."	(2009)	

32	



Echo Chambers in Blog Readership 

•  Data	from	large	survey	(N=36	000)	
•  Blog	readers	are	attracted	to	blogs	
aligned	with	their	political	views	(94%)	

•  Polarization	both	by	party	identification	
and	self-reported	ideology	

•  Finding	consistent	with	selective	
exposure	

Lawrence,	E.,	Sides,	J.,	&	Farrell,	H.	“Self-segregation	or	deliberation?	Blog	readership,	participation,	and	polarization	in	
American	politics.”	(2010)	
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Echo Chambers on Twitter 

•  Fixed	set	of	politically	active	users	
•  Set	of	tweets	that	mention	#topic	
•  Production	vs	consumption	score	
• Main	finding:	correlation	of	production	and	consumption	scores	
•  Finding	consistent	with	selective	exposure	
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Garimella	et.al.,	“Political	Discourse	on	Social	Media:	Echo	Chambers,	Gatekeepers,	and	the	Price	of	Bipartisanship.”	WWW2018.	
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Partisan Exposure on Facebook 

• US	Facebook	users	with	self-reported	ideological	affiliation		
• Analysis	on	hard	news	(national	news,	politics,	world	affairs)	
• Each	news	item	associated	with	a	political	alignment	

•  Average	of	the	affiliation	of	users	who	shared	the	story	
• Cross-cutting	news	if	the	alignment	of	the	news	and	the	user	differ	

Bakshy,	E.,	Messing,	S.,	&	Adamic,	L.	A.	"Exposure	to	ideologically	diverse	news	and	opinion	on	Facebook."	(2015)	
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• Measure	the	fraction	of	cross-cutting	news	among:	
•  ones	posted	in	a	user’s	network	(potential)	
•  ones	shown	in	the	user’s	timeline	(exposed)	
•  one	the	user	clicked	on	(selected)	

• Compared	to	random	from	the	whole	set,	each	step	reduces	the	
exposure	and	creates	a	narrower	echo	chamber	

• Largest	reduction	from	network,	rather	than	algorithmic	
(filtering),	selective	exposure	still	plays	a	role	

Partisan Exposure on Facebook 
Bakshy,	E.,	Messing,	S.,	&	Adamic,	L.	A.	"Exposure	to	ideologically	diverse	news	and	opinion	on	Facebook."	(2015)	
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Why the Web might not increase 
polarization 
• Homophily	is	not	observed	only	for	one	type	of	issues	
(political)	

• The	tendency	of	individuals	to	associate	and	bond	with	
similar	others	

•  Could	be	based	on	various	facets	
•  Gender,	age,	race,	status,	religion,	geography,	beliefs	

•  Reality	kicks	in	
•  Evidence	accumulates	at	some	point	
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Tipping	point	

Redlawsk	D,	The	Affective	Tipping	Point:	Do	Motivated	Reasoners	Ever	“Get	It”?	(2010)	

Is there a tipping point? 
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Echo chambers are overstated 

• Data:		
• Nationally	representative	sample	from	UK	(N=2000)	
• Online	and	offline	news	consumption	behavior	

• Findings:		
• Only	a	small	segment	of	the	population	are	likely	to	find	
themselves	in	an	echo	chamber	

• Single	media	studies	are	flawed	because	they	do	not	test	
the	theory	in	the	realistic	context	of	a	multiple	media	
environment	

Dubois	and	Blank,	The	echo	chamber	is	overstated:	the	moderating	effect	of	political	interest	and	diverse	media,	2018	
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The effect of filter bubbles is overstated 

• Large	scale	representative	survey	(N=14000)	from	7	
countries.	

• The	argument	that	personalization	creates	filter	bubbles	is	
overstated.		

• In	fact,	internet	users	encounter	diverse	information	across	
multiple	media,	which	challenges	their	viewpoints.	

• Most	users	aren’t	silenced	by	contrasting	views;	nor	do	they	
silence	those	with	whom	they	disagree.	

• News	about	fake	news	has	created	unjustified	levels	of	
concern;	people	use	search	to	check	facts	and	the	validity	of	
information	found	on	social	media	or	the	internet.	

Dutton	et	al.	Search	and	politics:	The	uses	and	impacts	of	search	in	Britain,	France,	Germany,	Italy,	Poland,	Spain,	and	the	United	
States.	2017	
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Internet doesn’t accentuate polarization 

•  Facilitates	cross-ideology	interactions		
Pablo	Barbera.	How	Social	Media	Reduces	Mass	Political	Polarization.	Evidence	from	Germany,	Spain,	and	the	U.S.	
Psychological	science,	2014.	

					Kyle	A	Heatherly,	et	al.	Filtering	out	the	other	side?	Cross-cutting	and	like-minded	discussions	on	social	networking	sites.						
	New	media	&	Society,	2017	

•  Social	endorsements	more	important	than	partisan	source	affiliation.	
Social	media	facilitates	such	social	endorsements	and	hence	not	a	
cause	of	polarization	
Messing,	S.,	&	Westwood,	S.	J..	Selective	exposure	in	the	age	of	social	media:	Endorsements	trump	partisan	source	
affiliation	when	selecting	news	online.	Communication	Research.	2014.		

•  Fosters	potential	for	deliberation	
					Wojcieszak,	M.	E.	and	D.	C.	Mutz.	“Online	Groups	and	Political	Discourse:	Do	Online	Discussion	Spaces	Facilitate	Exposure				

	to	Political	Disagreement?”	In	Journal	of	Communication.	2009.	

• Polarization	is	due	to	user	choice	and	not	media	
					Bakshy,	et	al.,	“Exposure	to	ideologically	diverse	news	and	opinion	on	Facebook”,	Science	(2016)		

					Arceneaux,	K.,	&	Johnson,	M..	Changing	minds	or	changing	channels?	Partisan	news	in	an	age	of	choice.	University	of				
	Chicago	Press.	2013.	
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A’s	intuition	 A’s	judgement	 A’s	reasoning	

B’s	intuition	B’s	judgement	B’s	reasoning	

1	 2	

3	4	

Main	links	
(1)	Intuitive	judgement		
(2)	post-hoc	reasoning	
(3)	reasoned	persuasion	
(4)	social	persuasion	(influence)	
	
Rarely	used	links	
(5)	Reasoned	judgement	
(6)	Private	reflection	

Human reasoning 
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End of Part 2 

In	what	follows,	we	discuss	
again:	
	
-  Selective	exposure	
-  Biased	assimilation	
-  Algorithmic	bias	
-  Social	feedback	
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Echo Chambers in Blogs 

•  Studies	blog	writing	
• Political	blogs	during	2004	US	
presidential	election	

•  Liberal	and	conservative	blogs		
link	to	different	news	sources		
(selective	exposure	+	media	bias)	

• Blogs	mostly	link	internally	to	the	
same	side	(echo	chambers	due	to	
homophily)	

• Conservative	blogs	link	more	and	
more	densely	within	the	community	

• Cross-community	links	used	to	argue	
(similar	to	Twitter	mentions)	

Adamic, L. A., & Glance, N. "The political blogosphere and the 2004 US election: divided they 
blog." (2005) 
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Part 3 
Polarization Models 



Outline 

•  Part	1:	Introduction	
•  Part	2:	Exploring	Polarization	
•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization	
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research	
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Opinion-formation models 

•  What	process	could	give	rise	to	consensus	or	polarization?	

•  Initial/intrinsic	opinions	+	influence	/	other	dynamic	factors	

•  Rich	literature	

•  Special	cases	of	opinion	dynamics	

•  How	are	some	of	the	previous	concepts	captured	in	opinion-
formation	models?	

•  Some	opinion-formation	models	capture	polarization	–	some	don’t	
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Outline 

•  Part	1:	Introduction	
•  Part	2:	Exploring	polarization	

•  Part	3:	Polarization	Models	
•  Basic	opinion	formation	model	
•  Individual	biases	

•  Selective	exposure	
•  Homophily	
•  Biased	assimilation	

•  Group	biases	
•  Social	identity	

•  System	biases	
•  Algorithmic	bias	

•  Part	4:	Measuring	Polarization	
•  Part	5:	Mitigating	Polarization	

•  Part	6:	Conclusions	&	Future	Work	
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Preliminaries 

• Agent-based	models	(dynamic	process	in	discrete	time	t)	
• Opinions	bi	can	be	continuous	[-1,	1]	or	binary	{-1,	1}	

•  Opinions	change	in	time	bi(t)	

• Agents	organized	in	a	network	G(V,E)	
•  Agent	i	has	a	set	of	neighbors	N(i)={j	|	(i,j)	in	E}	

•  Influence	modeled	as	weight	between	agents	wij	
• Weights	may	change	with	time	or	with	opinions	wij(t,	b(t))	
•  Usually	assume	Σjwij=1	(stochastic	matrix)	
•  wii	models	tendency	to	keep	existing	opinion	

• Agents	interact	pairwise	(asynchronous)	or	all-at-once	(synchronous)	
•  Update	their	beliefs	as	a	result	of	the	interaction	
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DeGroot’s opinion-formation model 

•  DeGroot	proposes	that	individuals	update	their	opinion	in	each	step	
to	the	weighted	average	of	their	neighbors’	opinions	and	their	own	
opinions	in	the	previous	step	

•  Social	graph	models	homophily	(stronger	influence	among	peers)		

•  Repeated-averaging	process	expresses	social	influence	

bi (t +1) = wij
j
∑ bj (t)

DeGroot.	“Reaching	a	consensus.”	Journal	of	the	American	Statistical	Association.	1974.	
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Polarization in DeGroot’s model 

•  Given	an	opinion	vector	b,	define	the	network	disagreement	index	
(NDI)	as	

•  Each	term	wij(bi	–	bj)2	in	NDI	is	disagreement	cost	imposed	upon	i	
and	j	

•  Result:	DeGrout’s	process	is	not	polarizing	
•  Disagreement	index	at	time	t+1	is	no	larger	than	that	at	time	t	

•  Lemma:	NDI(b(t+1))	≤	NDI(b(t))	

NDI(b) = wij (bi − bj )
2

i, j
∑

Dandekar,	Goel,	and	Lee.	“Biased	assimilation,	homophily,	and	the	dynamics	of	polarization.”	PNAS	110.15.	2013.	
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Bounded confidence model (BCM) 

• Agents	only	interact	and	update	their	opinions	if	the	difference	
between	their	existing	opinions	is	smaller	than	a	threshold	ε	

•  This	threshold	models	the	“openness	to	discussion”	
•  Large	ε	produce	consensus,	while	smaller	ε	produce	polarized	
opinions	

•  The	threshold	ε	can	be	thought	as	a	form	of	selective	exposure	
	

Deffuant,	Neau,	Amblard,	and	Weisbuch.	“Mixing	beliefs	among	interacting	agents.”	Advances	in	Complex	Systems.	2000.	
Krause.	“A	discrete	nonlinear	and	non–autonomous	model	of	consensus	formation.”	Communications	in	difference	
equations.	2000.	
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Bounded confidence 

 10

Figure 2 shows only single runs. To get a better feeling of what is going on we run systematically 
simulations walking along the diagonal. The simulations start with 0.01l r! !! ! , 0.02l r! !! ! , 
…, 0.4l r! !! ! . (For reasons that become obvious below, there is nothing new and interesting in 
the parameter space for , 0.4l r! ! ! .) For each of these 40 steps we repeat the simulation 50 times, 
always starting with a different random start distribution. Each run is continued until the dynamics 
becomes stable. Figure 3 gives an overview. 

 

 

(a) 0.01l r! !! !  

 

(b) 0.15l r! !! !  

 

(c) 0.25l r! !! !  

Figure 2: Stops while walking along the diagonal  

ε=0.02	

ε=0.3	

ε=0.5	
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Homophily in interaction 

• Due	to	homophily,	individuals	with	opinions	leaning	towards	the	
same	pole	of	the	opinion	spectrum	interact	more	likely	with	each	
other	than	with	those	who	lean	towards	opposite	poles	

• Non-uniform	probability	of	selecting	j	as	a	pair	for	i,	depending	on	
the	distance	between	their	opinions	

• Modulated	by	h,	the	strength	of	homophily	/	selective	exposure	

pi ( j) =
1− 12 bi − bj( )

h

1− 12 bi − bk( )
h

k≠i
∑

Mäs	and	Flache.	“Differentiation	without	distancing.	Explaining	bi-polarization	of	opinions	without	negative	influence.”	PloS	
one.	2013.	
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Effects of homophily 
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Biased assimilation can lead to polarization 

•  Modify	DeGroot’s	model	to	explicitly	incorporate	biased	assimilation	

•  In	particular,	modify	weighted	average	to	be	non-linear	
-  Neighbors	with	similar	opinions	are	weighted	more	

-  So,	opinions	of	individuals	are	reinforced	by	like-minded	neighbors	

•  Opinion	formation	model	with	biased	assimilation	can	lead	to	
polarization	

•  Under	certain	conditions:		
-  Opinion	of	moderate	individuals	can	go	to	extremes	(0	or	1)	

-  Network	disagreement	index	can	increase	with	time	t	

Dandekar,	Goel,	and	Lee.	“Biased	assimilation,	homophily,	and	the	dynamics	of	polarization.”	PNAS	110.15.	2013.	
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• Update	for	agent	i	interacting	with	agent	j	(bi∈[0,1])	

• β	=	strength	of	the	bias	(β=0	is	DeGroot’s	model)	
•  si	:		weighted	opinion	of	neighbors	
• Model	polarizing	for	β>1	

wiibi + b�i si

wii + b�i si + (1� bi)�(1� si)

Biased assimilation can lead to polarization 
Dandekar,	Goel,	and	Lee.	“Biased	assimilation,	homophily,	and	the	dynamics	of	polarization.”	PNAS	110.15.	2013.	
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Other variants 
• Axelrod’s	model	

•  Axelrod.	“The	dissemination	of	culture:	A	model	with	local	convergence	and	global	polarization.”	Journal	of	conflict	
resolution.	1997.	

•  Vector	beliefs,	interaction	probability	≈	similarity,	square	lattice	network	

• Negative	social	influence	(BCM)	
•  Flache,	and	Macy.	“Small	worlds	and	cultural	polarization.”	The	Journal	of	Mathematical	Sociology.2011.	

•  Scarce	empirical	evidence	of	this	phenomenon	

• Media	influence	(BCM)	
•  Quattrociocchi,	Caldarelli,	Scala.	“Opinion	dynamics	on	interacting	networks:	media	competition	and	social	

influence.”	Scientific	reports.	2014.	

•  Media	opinion	evolves	via	signed	media	relationship	network	(friend/foe)	

• Propaganda	and	extremism	(BCM)	
•  Timothy.	“How	does	propaganda	influence	the	opinion	dynamics	of	a	population?”	arXiv:1703.10138.	2017.	

•  Agents	create	pockets	of	radicalization	(pro	and	against	the	propaganda)	
•  Internal	belief	networks	

•  Rodriguez,	Bollen,	and	Ahn.	“Collective	dynamics	of	belief	evolution	under	cognitive	coherence	and	social	
conformity.”	PloS	one.	2016.	

•  Minimize	cognitive	dissonance	(unstable	triads),	both	internally	and	across	
peers	
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Polarization via Social Feedback 

• Different	mechanism	of	opinion	formation	based	on	social	feedback,	
and	related	to	social	identity	

• Agents	form	opinion	via	social	feedback	on	their	expressed	opinion	
• Qi(b,t)∈𝕽	captures	how	well	opinion	b	is	received	by	the	social		captures	how	well	opinion	b	is	received	by	the	social	
network	of	i	at	time	t	

• Updates:	
• Agent	i	expresses	opinion	with	highest	Qi	(with	conviction	ΔQi)	
with	some	small	deviation	ε	(exploration	rate)	

• Captures	group	polarization:	agents	in	homogeneous	neighborhood	
approach	maximal	conviction,	even	if	initially	weakly	convinced	

Qi (b, t +1) = (1−λ)Qi (b, t)+λbi (t)bj (t)

Banisch	and	Olbrich.	“Opinion	Polarization	by	Learning	from	Social	Feedback.”	arXiv:1704.02890.	2017.	
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Polarization via Social Feedback 

4.2 Macroscopic and Microscopic Dynamics

An example run of the model with N = 100 agents is shown in Fig. 3. It shows for 10000 simula-
tion steps the microscopic system configuration at times zero, 2500, 5000, 7500 and 10000 along
with different macroscopic observables that measure the amount of polarization in a population.
We follow DiMaggio et al. (1996) in the definition of polarization measures and define dispersion
as the variance �2 over the distribution of convictions �Qi = Qi(1)�Qi(�1) and bimodality by
its kurtosis

 =

1
N

NP
i=1

(�Qi ��Q)

�4
� 3. (4)

Notice that the kurtosis is most often interpreted as a measure of outliers with  = 0 for the
normal distribution. Borrowing the interpretation from DiMaggio et al. (1996)6, p. 694-696,
positive kurtosis indicates a very peaked consensus distribution whereas it becomes negative for
flat and even more so for bimodal distributions reaching  = �2 in the two-peaked case. For the
sake of visualizing bimodality in the same interval as the other measures, Fig.3 therefore shows
bimodality transformed as (+ 2)/2 such that a value of zero indicates complete bimodularity
and a value of one no deviation from the normal distribution.
In addition to the measures used by DiMaggio et al. (1996), the polarization measure introduced
in Flache and Macy (2011) referred to as dissimilarity is shown. Dissimilarity is defined as the
standard deviation of the distribution of opinion distances between all pairs of agents and is zero
for consensus and one for the case of the equally sized groups at the extremes (Mäs and Flache,
2013, p. 8). Moreover, the average opinion (fraction of agents that express oi = 1) and the
average strength of support (average over the absolute values of �Qi) within the two different
groups of supporters is shown over time.
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Figure 3: Time evolution of the model. The plot shows 10000 iterations for 100 agents (on aver-
age 100 expressions by each agent) along with the system state at t = 0, 2500, 5000, 7500, 10000.
The size of the nodes represents their support level and the color which opinion is favored. The
average opinion represents the fraction of agents that support 1 and the support strength is
the value difference averaged over the respective sets of supporters. In the definition of the
polarization dispersion and bimodality measures we follow DiMaggio et al. (1996).

Initially, due to the random initialization of values, approximately one half of the population
6
The reader is referred to their paper for some example distributions and the respective kurtosis values.
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Polarization via Algorithmic Bias 

• Modify	bounded	confidence	model	to	include	algorithmic	bias	γ	
•  Enhanced	probability	of	picking	a	pair	whose	opinion	is	within	
threshold	ε	

• Models	online	media	which	suggests	interaction	with	similar	peers	
•  Increased	tendency	towards	polarization	

•  Polarization	in	cases	where	the	original	model	produces	consensus	

•  Slower	convergence	towards	consensus	

pi ( j) =
bi − bj

−γ

bi − bk
−γ

k≠i
∑

Sîrbu,	Pedreschi,	Giannotti,	and	Kertész.	“Algorithmic	bias	amplifies	opinion	polarization:	A	bounded	confidence	model.”	arXiv:
1803.02111.	2018.	
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Polarization via Algorithmic Bias 

Figure 1: Number of clusters obtained for various " and �. The top
panel shows the space for 0.2  "  1 while the bottom panel zooms into the
area where 0.2  "  0.4. Values are averaged over 85 runs.

5
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Polarization via Algorithmic Bias 

Figure 3: Evolution of the population of opinions for various � and "
values. The first row corresponds to the case where " = 1, while the second
row corresponds to " = 0.32. In both cases � 2 {0, 1, 1.1, 1.6} (left to right).

growth of the time to convergence, we also observe a smaller peak in the conver-
gence time for an " between 0.25 and 0.35, for all values of �. This corresponds
to a slowing down of convergence around the phase transition (from one to two
clusters), which is a known physical phenomenon.

One may argue, however, that measuring the time as the total number of
interactions may inflate the figures. Each interaction can have 3 outcomes: (1)
nothing happens because a pair of individuals with identical opinions (xi = xj)
were selected, (2) nothing happens because of bounded confidence dij > " or
(3) the two opinions actually change. In the following we denominate the third
type of interaction as ‘active’ interactions.

Fig 4 details the total and active number of interactions for the example case
of " = 0.4. Both measures grow like exp(��) where � ⇠ 3.4, with a small di↵er-
ence visible between active and total interactions. This extremely fast growth
of the convergence time means that, in practice, consensus is hindered even by
weak algorithmic bias, since consensus is slow to form, hence the population
stays in a disordered state for a long time.

3.3 Finite size e↵ects

A third analysis that we performed aimed at understanding whether the size
of the population plays a role in the e↵ect of the algorithmic bias. Again, this
is important for realistic scenarios, since opinion formation may happen both
at small and at large scale. Hence we look at the transition between consensus
and segregation for variable population sizes, both for the original and for the
extended model.

In the original model, the transition between c and c+1 clusters is shown to

8

same	ε	=	0.32,	increasing	γ	(0	..	1.6)	
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Part 4  
Measuring Polarization 



Outline 

•  Part	1:	Introduction		
•  Part	2:	Exploring	Polarization		
•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization		
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research		
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Outline 

• Part	1:	Introduction		
• Part	2:	Exploring	Polarization		
• Part	3:	Polarization	Models		
• Part	4:	Measuring	Polarization	

•  Identifying	and	Quantifying	
•  Content	vs.	Network	based	methods	
• User	polarization	

• Part	5:	Mitigating	Polarization	
• Part	6:	Challenges	and	Directions	for	Future	Research		
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Why do we want to do this? 

• To	model	and	understand	social	processes		
• To	reduce	polarization	
• To	create	a	balanced	news	diet	
• To	design	recommender	systems	
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Identifying polarized topics 

• Can	we	identify	a	polarized	discussion?	
• How	polarized	is	a	discussion	

•  Axioms	of	polarization	
• Distribution	over	some	“attribute”	(Likert	scale)	
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them to be degenerate, symmetric bimodal distributions. In Section 3.3 (Theo- 
rem 3), we sharpen the class of allowable measures even further by the use of an 
additional plausible assumption. In Section 3.4, we illustrate how these mea- 
sures work by applying them to a set of examples, including the motivating 
examples in Section 2. In Section 4, we extend our class of measures beyond the 
simple model of Section 3, in a form that might be even more suitable for 
empirical work. Section 5 describes possible extensions of the basic theory, and 
concludes the paper. This section also contains remarks on the issue of popula- 
tion and income normalization for the measures we obtain. 

2. POLARIZATION: OVERVIEW AND SOME EXAMPLES 

The objective of this section is to study a number of examples in an informal 
way. Some of these examples will be elevated in the sequel to the status of 
axioms. At present, however, our statements are not meant to be precise. They 
are meant to align your intuition to ours, to form a preliminary judgement 
regarding the formal concept we shall later introduce. 

Loosely speaking, every society can be thought of as an amalgamation of 
groups, where two individuals drawn from the same group are "similar," and 
from different groups, are "different" relative to some given set of attributes or 
characteristics. The polarization of a distribution of individual attributes must 
exhibit the following basic features. 

FEATURE 1: There must be a high degree of homogeneity within each group. 

FEATURE 2: There must be a high degree of heterogeneity across groups. 

FEATURE 3: There must be a small number of significantly sized groups. In 
particular, groups of insignificant size (e.g., isolated individuals) carry little 
weight. 

We start by comparing two alternative distributions of a given attribute (say 
income) over a population. Example 1 below is designed to illustrate Feature 1. 

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 

FIGURE 1A FIGURE 1B 

FIGURE 1.-Diagrams to illustrate Example 1. 
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1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 

FIGURE SA FIGURE SB 

1 2 3 4 5 6 7 8 9 10 

FIGURE Sc 

FIGURE 5.-Diagrams to illustrate Example 5. 

EXAMPLE 5: Reconsider Example 2. Imagine moving from Figure 2a to 
Figure 2b by a series of small changes. In each change, equal fractions of people 
at incomes 3 and 8 are removed and replaced at 1 and 10 respectively. The end 
result is, of course, Figure 2b. Figures 5a and 5c reproduce Figure 2, with 
Figure 5b displaying an intermediate scenario where the population is equally 
divided among the income levels 1, 3, 8, and 10. Note that these changes 
generate a sequence of regressive Lorenz dominated distributions. 

We have already argued that 5c displays more polarization than 5a. But does 
5b display more polarization than 5a? We claim that there is no unambiguous 
answer here. While it is true that there are very different groups in 5b (relative 
to 5a), there is also little group homogeneity. It all depends on whether one 
gives more weight to intergroup differences at the expense of within group 
homogeneity. We are not making any particular claim as to a direction of 
change, but are only trying to convince you that there is a genuine ambiguity 
here. 

These examples (4 and 5) are meant to illustrate the possibility that the 
search for a (reasonably rich) partial order for increases in polarization can be a 
difficult one. For one thing, the effect (on polarization) of a given change may 



Measurement of polarization 

• On	the	Measurement	of	Polarization	
• Axioms	of	polarization	
• “clustered	distribution”	
• Related	but	different	from	economic	inequality	

• Similar	to	Gini	coefficient	(Lorenz	curve)	
• Takes	into	account	antagonism	(pairwise	difference)	
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Esteban	and	Ray.	“On	the	measurement	of	polarization.”	Econometrica.	1994.	



Measurement of polarization 

• An	example	where	polarization	measure	is	different	than	
economic	inequality	measure	

• Consider	a	small	move	of	mass	from	extreme	left	to	extreme	right	
•  (Arguably)	polarization	increases	
•  Economic	inequality	decreases	
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Esteban	and	Ray.	“On	the	measurement	of	polarization.”	Econometrica.	1994.	
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1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 

FIGURE 2A FIGURE 2B 
FIGURE 2.-Diagrams to explain Example 2. 

FIGURE 3A FIGURE 3B 

FIGURE 3.-Diagrams to explain Example 3. 

left mass may well be instrumental in creating part of the social tensions that do 
exist, and the net effect is far from clear. 

Consider, however, the case illustrated in Figure 3b, where the left mass is 
very tiny indeed compared to the other two. In this case, the initial contribution 
of the left mass is vanishingly low and it might make sense to argue that the very 
same move now serves to increase polarization. This is the substance of Feature 
3. While we do not adopt the example of Figure 3b as a basic assumption for 
our main result, we do explore its implications for the choice of measure (see 
Section 3.3 and Theorem 3). To us, it is reasonable as a basic axiom, though it is 
of interest to see how far we can go without it. 

The examples above are meant to show that the concept of polarization 
(whatever it is) is logically separate from that of economic inequality, and to 
bring out certain defining features of the concept. The two remaining examples 
in this section are meant to illustrate an entirely different set of issues. 
Specifically, we wish to argue that any reasonable measure of polarization must 
be global in nature, in a way that inequality measures are not. To see this point, 
recall the Dalton Principle of Transfers that underlies the Lorenz ordering. The 
principle states that starting from any distribution of income, any transfer of 
income from an individual to one richer than him must increase inequality. The 
principle is a local one. To apply it, it is unnecessary to take account of the 



Defining polarization is hard 

• Definition	of	polarization:	
•  nine	senses	
•  different	definitions	based	on	the	domain	

• Distribution	of	attitudes	
•  histogram	of	the	number	of	individuals	holding	a	specific	attitude	value	along	
the	spectrum	
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Bremson,	Grim,	Singer,	Fisher,	Berger,	Sack,	and	Flocken.	“Disambiguation	of	social	polarization	concepts	and	measures.”	Journal	of	
Mathematical	Sociology.	2016.	

The definitions for each of the nine senses below are provided along with example measures. The
definitions are conceptual distinctions that stand on their own, while the measures are mathematical
means to identify those conceptual distinctions in histograms of attitude distributions along a
spectrum.2 Although some of the particular measures provided here will not work in capturing
the distinct senses of polarization in every type of data (e.g., categorical or overly coarse-grained
data), they should provide clarity on the conceptual distinctions and are applicable to two key forms
of data: histograms of attitude distributions from surveys and simulation outputs of models with
epistemic agents.

For concreteness, the measures provided here assume the following characteristics. There are N
agents, participants, or respondents: a1, a2,. . .aN. Each agent ai has an attitude value xi on a range
normalized to between 0 and 1; this is the location of that agent’s attitude along the spectrum. The
full distribution of all agents’ attitudes is written X. The set of bins used for discrete characterizations
is R. For r P R, the expression y(xr) is the count of agents occupying the bin containing the value xr;
that is, the number of agents holding attitude xr.

3.1. Spread

The simplest concept of polarization is the width of the field of attitudes actually represented in the
system. Without taking account of the shape of the distribution, or even whether there is continuity
between the extremes, the further out the furthest individuals are the more varied their attitudes. The
wider the difference in the most extreme views held, the more polarized the population’s ideas are
(in this sense).

In a modeled range of attitudes, polarization in the sense of spread could be measured as the
attitude level of the agent with the highest attitude value minus the attitude level of the agent with
the lowest attitude value. This measure is also commonly called the range of the data

spread ¼ max X
xi

"min X
xi

(1)

For multidimensional data, the diameter of the system (the greatest pairwise distance among all the
points) is the general measure of spread, of which this is a special case.

Polarization in the sense of spread is illustrated in Figure 2 with two groups (red and blue),
although the measure is clearly not group-dependent. To the contrary, the measure just described is
purposefully inclusive of the whole population; however, seeing a comparison between the situations
(a) and (b) in which the groups are largely similar but differ in their spread should aid in grasping
this as an isolated sense of polarization. Also, although the diagram represents the height of the
distributions, that is also irrelevant for the measure of spread.

An example application would consider the responses to questions such as “What percentage of
the federal budget should be spent on education?” and “What percentage of the federal budget

Figure 2. Distribution (b) shows greater polarization in the sense of spread than does distribution (a).

2 Specifically, we provide measures that operate on a metric space so that there is a clear ordering from one end to the other and
that distance measures are well-defined everywhere.
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should be spent on infrastructure?” For example, spread could be used to compare the results across
years, between political affiliations, or among nations. Comparing the widths of the band of held
attitudes provides a relative measure, even if a simple one, of polarization on that question. For cases
in which data are sparse or incomplete, this may be the only reliable quantitative measure available.
The spread measure will often be correlated with the later measures such as the dispersion, coverage,
and the distance between group means because many distributions shapes constrain how these
values can change. However, for each of the other measures here an example can be generated that
demonstrates its independence (see Section 4 for more information about measure independence).

3.2. Dispersion

Another simple, and common, measure of the variation in attitudes is statistical dispersion (or
statistical variation). Unlike spread, which considers only the extremes of the population, dispersion
considers the shape of the whole distribution. Dispersion can increase when groups move apart, or
when the distribution flattens, or when the agents within the distribution move away from the
middle toward opposite ends of the distribution. Just as in spread, greater dispersion (ceteris
paribus) implies higher levels of polarization.

There are many measures of statistical dispersion that are appropriate for our demonstration
application, including mean difference, average absolute deviation, standard deviation, coefficient of
variation, and entropy are all candidates. For simplicity we select average absolute deviation from the
mean as our example here because this can be calculated from aggregate survey data. In our agent-based
modeling research, we also find that themean pairwise value differences are useful. For a population with
N individuals the absolute deviation measure (normalized to be between zero and one) becomes

dispersion ¼ 2
N

XN

xi

xi " !Xj j; (2)

in which !X is the mean value of distribution X. Changes in dispersion for different shape changes are
presented in Figure 3. Note that the diagrams in the figure show dispersion increasing as spread is
held constant. Like spread, dispersion does not include any notion of groups or subpopulations
because it operates on the entire distribution X. We address dispersion within groups in Section 3.8
on group consensus.

Various measures of dispersion have already been invoked in both the polarization and statistical
literature. DiMaggio et al. (1996) refer to dispersion as “the event that opinions are diverse, ‘far apart’ in
content.” Just being “far apart” is not as precise as it could be because although spread is also ameasure of
statistical dispersion, spread and dispersion as defined here are clearly distinct polarization concepts.

3.3. Coverage

Polarization in the sense of coverage captures the level of variation in the values held. One can think
of it as the number of distinct attitudes held or the variety of attitudes that at least one person in the

Figure 3. Distribution (c) shows greater polarization in the sense of dispersion than does distribution (b), which is greater than
distribution (a).
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Sentiment variance in news 

	
• Controversial	topic	-	a	concept	that	invokes	conflicting	sentiments	
•  Subtopic	-	factor	that	gives	a	particular	sentiment	(positive	or	negative)	
• Assumption	-	a	controversial	topic	receives	contrasting	sentiment	

•  positive	vs.	negative	feelings,	pros	vs.	cons,	rightness	vs.	wrongness	in	
their	judgments	

•  Similar	results	observed	by		
• Garimella	et	al.	WSDM	2016	
•  Klenner	et	al.	KONVENS	2014	
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Sentiment variance 

• Method:	
•  Identify	candidate	entities	(noun	phrases)	
•  Compute	sentiment	in	sentences	involving	these	entities	
•  Controversial	if	positive_sentiment	+	negative_sentiment	>	δ	
and	|positive	-	negative|	>	ϒ	
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Controversy language in news 
 

• Controversy	lexicon	
• Controversial	topics	have:	

•  strongly	biased	terms	
•  more	negative	terms	
•  fewer	strongly	emotional	terms	

•  “we	show	that	we	can	indicate	
to	what	extent	an	issue	is	
controversial,	by	comparing	it	
with	other	issues	in	terms	of	
how	they	are	portrayed	across	
different	media.”	
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Table 2: Top news sources in terms of the difference in the use
of bias/emotional words in controversial and non-controversial
topics.

Bias Gen Inq Strong ANEW �
1. Huffington Post Huffington Post Huffington Post
2. Washington Post Washington Post USA Today
3. New York Times New York Times New York Times
4. LA Times CNN Washington Post
5. USA Today LA Times LA Times

Third, the use of positive terms is more likely in non-controversial
topics than controversial topics. This is statistically significant at
p < 0.01 for 40 out of the 60 conditions, with 16 ties and 4 cases
with a significant difference in the opposite direction.

Strong emotions. Three of our lexicons (ANEW, MicroWNOp and
SentiWordNet) include scores that allow us to distinguish between
weakly and strongly emotional terms. We observe that the use of
strong emotional words is less likely in controversial topics. This
is statistically significant at p < 0.01 for 32 out of 45 conditions
(15 sources and 3 sentiment lexicons), with only 1 of the remaining
conditions having a significant difference in the other direction.

Differences across sources. We find a great variety in the differ-
ent treatment that controversial and non-controversial topics have,
in terms of the use of biased and emotional words. In terms of
statistical significance, the clearer difference between controversial
and non-controversial topics was observed using (i) the lexicon of
bias words, (ii) the General Inquirer strong sentiment words, and
(iii) the ANEW negative words.

We next rank the media sources in terms of their different usage
of words in these lexicons in controversial and non-controversial
topics. The top 5 sources for each one are shown on Table 2. We
note that several media sources repeat in this list, with Huffington
Post, Washington Post, and New York Times remaining on top,
indicating a consistently large difference in their usage of sentiment
words around controversial topics, compared to non-controversial
ones.

6. RANKING CONTROVERSY WORDS
Finally, we assign a score to each topic in our list of controver-

sial and non-controversial terms by using logistic regression, using
as input features the proportion of words from each lexicon in each
news source, and as training data the manually-labeled words (us-
ing only the classes C3 and C0 that represent the extreme values).
This is done using feature selection, selecting 5 features out of the
total 195, and training a logistic regression classifier. Then, the
same classifier is applied to the training data (the purpose of this
is not to generalize to unseen topics, but to understand the existing
one), and a score between 0 and 1 is computed for each word (0.0
is non-controversial, 0.5 is undecided, and 1.0 is strongly contro-
versial).

Figure 2 depicts the training errors, which appear above the hor-
izontal line in the plot for non-controversial topics and below it in
the plot for controversial topics. To put these errors into context,
we include in the figure the confidence of the manual annotation
process. Note that most of the terms are classified correctly, ap-
pearing at the bottom of non-controversial and top of controversial
figures. In the next section, we discuss the possible reasons for the
misclassification of some of the topics.
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Figure 2: Scores of controversial and non-controversial words
including classification errors. “User score” is the confidence
with which the manual labeling was done (with at least 7 anno-
tators per element), while “classifier score” is the output of the
classifier on the training data.

7. DISCUSSION
In this study, we found that controversial issues are often framed

using negative emotions. Many of the terms that were found to
be controversial are oftentimes related to social problems and vi-
olence, such as gun, fighting, crime, victim and shooting, or war,
such as strike, weapons, and army. There may not be as many op-
portunities to discuss some of these issues in a non-negative light.
Other terms could be viewed in a negative, positive, or even a neu-
tral light depending on the context at hand, for instance, terms such
as health, security, or jobs. However, because these words often
invoke larger ideological issues of government spending, privacy,
or the economy, it may be that frames emerge that are more antag-
onistic. For instance, instead of emphasizing the positive aspects of
one’s view, a writer may choose to highlight the negative aspects of
the opposing view.

Additionally, we found that controversial topics also involve less
strongly emotional words. Theories of framing posit that vari-
ous organizational pressures can shape the frames different news
sources employ [13]. This may point to an effort on the part of news



Detecting controversy on the Web 

•  Find	out	if	a	Web	page	discusses	a	(known)	controversial	topic	
• Map	topics	(named	entities)	in	a	Web	page	to	Wikipedia	articles	

•  A	Web	page	is	controversial	if	it	is	similar	to	a	controversial	Wikipedia	
article	

•  E.g.,	If	a	news	article	mentions	Abortion	it	is	controversial	
• Related:	

•  There	is	a	lot	of	work	on	identifying	controversial	topics	on	Wikipedia	
•  Edit	wars,	hyperlink	structure,	etc.	

• Related:	
•  Jang	et	al.	show	that	in	addition	to	this,	language	models	can	be	built	to	
directly	detect	controversy	
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Identifying polarization - Network 

• Methods	based	on	network	structure	
• Social	media,	hyperlinks	

• Twitter	
• Retweet	
• Reply	
• Social	(follow)	

• Idea:	Controversial	topics	have	a	clustered	structure	in	their	
discussions	
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Political polarization on Twitter 

• Retweet	network	for	political	hashtags	has	a	bi-clustered	structure	
•  Retweet	network	exhibits	a	highly	modular	structure,	segregating	users	
into	two	homogenous	communities	corresponding	to	the	political	left	
and	right	

• Users	mention/reply	to	others	from	their	opposing	viewpoint	
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Motif-based approach 

• Define	reply	trees	
•  Identify	frequency	of	motifs	in	these	trees	
•  Take	into	account	also	social	graph	

•  follower	information	
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A Motif-based Approach for Identifying Controversy 

Goal	
	
	

●  Algorithmically identify controversial 
discussions on Social Media 

Mauro Coletto# **, Kiran Garimella*, Aristides Gionis*, Claudio Lucchese** 
# Ca’ Foscari University of Venice, *Aalto University/HIIT, **CNR Pisa 
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How	
●  Exploiting network conversational motifs 

●  Features extracted from the User Graph and from the Reply Tree: 
○  Structural - e.g. Average Node Degree 
○  Propagation based - e.g. Average Cascade Depth 
○  Temporal - e.g. Average Inter-reply Time 
○  Conversational Motifs – Dyadic and Triadic 

●  Machine-Learning model: ADA BOOST, casted into a classification problem 

Method Accuracy Precision Recall F-measure 

Baseline 0.78 0.81 0.83 0.82 

Dyadic motifs only 0.77 0.79 0.84 0.82 

Baseline + dyadic 
motifs 0.84 0.86 0.88 0.87 

Baseline + dyadic 
and triadic motifs 0.85 0.87 0.88 0.87 

Data	

DYADIC MOTIFS 

Best features 
1- Avg. inter-reply time  
2- Max. relative degree  
3- Motif A 
4- % Replies within 1h  
5- Motif B  
6- Motif G 

Example	

Detail	
 

TRIADIC MOTIFS 

+ 9% + 6% 



Motifs 

80	



Quantifying polarization 

•  Identifying	vs.	Quantifying	
• Defining	what	polarized/controversial	is	hard/subjective	
• Quantifying	might	help	to	get	a	sense	of	the	degree	
• Basic	idea:	

•  Interactions	have	a	clustered	structure	
• Can	we	measure	how	well	clustered	the	interactions	are?	
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Quantifying polarization 

• Modularity:	
•  the	fraction	of	the	edges	that	fall	
within	the	given	groups	minus	the	
expected	fraction	if	edges	were	
distributed	at	random	

• Compares	the	number	of	edges	
inside	a	cluster	with	the	expected	
on	a	random	graph	

• Captures	the	strength	of	division	of	
a	network	into	modules	 Modularity: 0.48  
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Modularity is not a direct measure of 
polarization 

• We	want	to	capture	the	in-group	vs	out-group	interaction	
• Sensitive	to	the	size	of	the	graph	and	partitions	
• Not	“monotone”	

• Strengthening	of	internal	ties	can	decrease	modularity	
• How	much	modularity	indicates	polarization?	

Modularity: 0.42 Modularity: 0.24 
83	
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Community boundary 

• Boundary	node:	
•  have	at	least	one	edge	that	connecting	to	the	other	community		
•  have	at	least	one	edge	connecting	to	a	member	of	its	community	which	does	
not	link	to	the	other	community	

• P(v)	=	dinternal(v)/(dexternal(v)	+	dinternal(v))	–	0.5	
• P(v)	>	0	→	v	prefers	internal	connections	(antagonism?)		
• P(v)	<	0	→	v	prefers	connections	with	members	of	the	other	group		
• Polarization	measure:	average	P(v)	value	over	all	boundary	nodes	
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Label propagation 

• Opinion	formation:	
•  Identify	a	set	of	‘seed’	users	and	propagate	until	convergence	

	

• Measure:	distance	between	distributions	
•  “Dipole	moment”	
•  Accounts	for	the	mass	of	the	population	

85	

Morales,	Borondo,	Losada,	and	Benito.	“Measuring	political	polarization:	Twitter	shows	the	two	sides	of	Venezuela.”	Chaos.	2015.	

3

FIG. 1. Schema of the influence spreading process in the opinion estimation model. (A) Displays the seed nodes in the network,
colored according to their respective ideology. (B) Displays the network at t = 0, before seeds start to propagate their influence.
(C) Shows the state of the network at t = 1. (D) shows the state of the network at t = n/2. (E) Displays the final state of the
network at t = n. (F) and (G) Visualizations of two examples of the result of the opinion formation model to the Venezuelan
dataset for non polarized (F) and polarized (G) days.

FIG. 2. Schema explaining polarization and the proposed in-
dex µ. (A) Density distribution of opinions. gc stands for the
gravity center of each pole, A stands for the area associated
to each ideology, and d stands for the pole distance. (B) Vi-
sualization of the polarization index, µ, given in eq. 8, for
four situations.

So we can express the normalized di↵erence in popu-
lation sizes, �A , as:

�A = |A+ �A�| = |P (X > 0)� P (X < 0)| (4)

Next, we quantify the distance between the positive
and negative opinions. In other words we measure how

di↵ering the opinions of the two sides are. To this end we
determine the gravity center of the positive and negative
opinions that can be written as:

gc� =

R 0
�1 p(X)XdX
R 0
�1 p(X)dX

, (5)

gc+ =

R 1
0 p(X)XdX
R 1
0 p(X)dX

(6)

and define the pole distance, d, as the normalized dis-
tance between the two gravity centers. Hence, it can be
expressed as:

d =
|gc+ � gc�|

|Xmax �Xmin|
=

|gc+ � gc�|
2

(7)

This formula gives d = 0 when there is no separation
between the gravity centers, i.e. there are no longer two
di↵erentiated groups and everyone shares a similar opin-
ion; and d = 1 when the two opinions are extreme and
perfectly opposed.
Finally, we can use eqs. 4 and 7 to write down a gen-

eral formula to measure polarization as a function of the
di↵erence in size between both populations �A and the
poles distance d. Thus, we define the polarization index,
µ, as:

µ = (1��A)d (8)

This formula gives µ = 1 when the distribution is per-
fectly polarized. In this case the opinion distribution
function is two Dirac delta centered at �1 and +1 re-
spectively. Conversely, µ = 0 means that the opinions



Based on information flow 

• Random	walk	controversy	measure	(RWC)	
• Authoritative	users	exist	on	both	sides	of	the	controversy	
• How	likely	a	random	user	on	either	side	is	to	be	exposed	to	
authoritative	content	from	the	opposing	side	

• Works	on	both	the	retweet	graph	and	the	social	graph	
• Requires	a	partition	of	the	graph	
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Random walk controversy score 
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X Y

Random walk controversy score 



Random walk controversy score (RWC) 

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 1: Sample conversation graphs with retweet (top) and follow (bottom) features (visualized using the force-directed
layout algorithm in Gephi). The left side is controversial, (a,e) #beefban, (b,f) #russia march, while the right side is
non-controversial, (c,g) #sxsw, (d,h) #germanwings.

(a) (b)

Figure 2: Partitions obtained for (a) #beefban, (b) #rus-
sia march by using the hybrid graph building approach. The
partitions are more noisy than those in Figures 1(a,b).

6. CONTROVERSY MEASURES
This section describes the controversy measures used in

this work. For completeness, we describe both those measures
proposed by us (§6.1, 6.2, 6.3) as well as the ones from the
literature that we use as baselines (§6.4, 6.5).

6.1 Random walk
This measure uses the notion of random walks on graphs.

It is based on the rationale that, in a controversial discussion,
there are authoritative users on both sides, as evidenced
by a large degree in the graph. The measure captures the
intuition of how likely a random user on either side is to be
exposed to authoritative content from the opposing side.

the negative reactions https://t.co/v9RdPudrrC.

Let G(V,E) be the graph built by the first stage and its
two partitions X and Y , (X [ Y = V , X \ Y = ;) identified
by the second stage of the pipeline. We first distinguish the
k highest-degree vertices from each partition. High-degree
is a proxy for authoritativeness, as it means that a user has
received a large number of endorsements on the specific topic.
Subsequently, we select one partition at random (each with
probability 0.5) and consider a random walk that starts from
a random vertex in that partition. The walk terminates when
it visits any high-degree vertex (from either side).

We define the Random Walk Controversy (RWC ) measure
as follows. “Consider two random walks, one ending in
partition X and one ending in partition Y , RWC is the
di↵erence of the probabilities of two events: (i) both random
walks started from the partition they ended in and (ii) both
random walks started in a partition other than the one they
ended in.” The measure is quantified as

RWC = PXXPY Y � PY XPXY , (1)

where PAB , A,B 2 {X,Y } is the conditional probability

PAB = P (start in partition A | end in partition B).

The aforementioned probabilities have the following desir-
able properties: (i) they are not skewed by the size of each
partition, as the random walk starts with equal probability
from each partition, and (ii) they are not skewed by the total
degree of vertices in each partition, as the probabilities are
conditional on ending in either partition (i.e., the fraction of
random walks ending in each partition is irrelevant). RWC
is close to one when the probability of crossing sides is low,
and close to zero when the probability of crossing sides is
comparable to that of staying on the same side.
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Fig. 7: Controversy scores on retweet

graphs of various controversial and non-
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Fig. 8: Controversy scores on follow

graphs of various controversial and non-
controversial datasets.

Table III: Results on external datasets. The ‘C?’ column indicates whether the previous study
considered the dataset controversial (ground truth).

Dataset |V | |E| C? RWC BCC EC GMCK MBLB

Political blogs 1222 16 714 3 0.42 0.53 0.49 0.18 0.45
Twitter politics 18 470 48 053 3 0.77 0.79 0.62 0.28 0.34
Gun control 33 254 349 782 3 0.70 0.68 0.55 0.24 0.81
Brazil soccer 20 594 82 421 3 0.67 0.48 0.68 0.17 0.75
Karate club 34 78 3 0.11 0.64 0.51 0.17 0.11
Facebook university 281 4389 7 0.35 0.26 0.38 0.01 0.27
NYC teams 95 924 176 249 7 0.34 0.24 0.17 0.01 0.19

Section 6 on the topics described in Table II. In addition, we test all the measures on
a set of external datasets used in previous studies [Adamic and Glance 2005; Conover
et al. 2011; Guerra et al. 2013] to validate the measures against a known ground
truth. Finally, we use an evolving dataset from Twitter collected around the death
of Venezuelan president Hugo Chavez [Morales et al. 2015] to show the evolution of
the controversy measures in response to high-impact events.

To avoid potential overfitting, we use only eight graphs as testbed during the de-
velopment of the measures, half of them controversial (beefban, nemtsov, netanyahu,
russia march) and half non-controversial (sxsw, germanwings, onedirection, ultralive).
This procedure resembles a 40/60% train/test split in traditional machine learning ap-
plications.10

8.1. Twitter hashtags
Figure 7 and Figure 8 report the scores computed by each measure for each of the
20 hashtags, on the retweet and follow graph, respectively. Each figure shows a set
of beanplots,11 one for each measure. Each beanplot shows the estimated probability
density function for a measure computed on the topics, the individual observations are
shown as small white lines in a one-dimensional scatter plot, and the median as a

10A demo of our controversy measures can be found at
https://users.ics.aalto.fi/kiran/controversy.
11A beanplot is an alternative to the boxplot for visual comparison of univariate data among groups.
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Fig. 7: Controversy scores on retweet

graphs of various controversial and non-
controversial datasets.

−0
.2

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

BCC EC GMCK MBLB RWC

Co
nt

ro
ve

rs
y 

sc
or

e

Controversial
Non−controversial

Fig. 8: Controversy scores on follow

graphs of various controversial and non-
controversial datasets.

Table III: Results on external datasets. The ‘C?’ column indicates whether the previous study
considered the dataset controversial (ground truth).

Dataset |V | |E| C? RWC BCC EC GMCK MBLB

Political blogs 1222 16 714 3 0.42 0.53 0.49 0.18 0.45
Twitter politics 18 470 48 053 3 0.77 0.79 0.62 0.28 0.34
Gun control 33 254 349 782 3 0.70 0.68 0.55 0.24 0.81
Brazil soccer 20 594 82 421 3 0.67 0.48 0.68 0.17 0.75
Karate club 34 78 3 0.11 0.64 0.51 0.17 0.11
Facebook university 281 4389 7 0.35 0.26 0.38 0.01 0.27
NYC teams 95 924 176 249 7 0.34 0.24 0.17 0.01 0.19

Section 6 on the topics described in Table II. In addition, we test all the measures on
a set of external datasets used in previous studies [Adamic and Glance 2005; Conover
et al. 2011; Guerra et al. 2013] to validate the measures against a known ground
truth. Finally, we use an evolving dataset from Twitter collected around the death
of Venezuelan president Hugo Chavez [Morales et al. 2015] to show the evolution of
the controversy measures in response to high-impact events.

To avoid potential overfitting, we use only eight graphs as testbed during the de-
velopment of the measures, half of them controversial (beefban, nemtsov, netanyahu,
russia march) and half non-controversial (sxsw, germanwings, onedirection, ultralive).
This procedure resembles a 40/60% train/test split in traditional machine learning ap-
plications.10

8.1. Twitter hashtags
Figure 7 and Figure 8 report the scores computed by each measure for each of the
20 hashtags, on the retweet and follow graph, respectively. Each figure shows a set
of beanplots,11 one for each measure. Each beanplot shows the estimated probability
density function for a measure computed on the topics, the individual observations are
shown as small white lines in a one-dimensional scatter plot, and the median as a

10A demo of our controversy measures can be found at
https://users.ics.aalto.fi/kiran/controversy.
11A beanplot is an alternative to the boxplot for visual comparison of univariate data among groups.

ACM Transactions on Social Computing, Vol. V, No. N, Article A, Publication date: January YYYY.

• PAB	=	probability	that	random	walk	
started	in	cluster	A,	given	that	it	
ended	in	a	hub	of	cluster	B	



User level polarization 

• Can	we	find	how	a	user	will	lean	on	a	controversial	topic?	
• Mostly	–	“can	we	identify	political	affiliation	of	users	on	Twitter?”	

• Several	papers	look	at	social	network	of	users	
• Following	known	political	figures	(e.g.,	Obama,	Trump)	or	news	
outlets	with	known	political	leaning	(Fox	News,	NYT)	
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Bayesian ideal point estimation 

•  Ideal	point	estimation	(continuous)	vs	ideology/polarity	(binary)	

• Assumption:	Twitter	users	prefer	to	follow	politicians	whose	position	
on	the	latent	ideological	dimension	are	similar	to	theirs	

• Parameters	to	control	for	popularity	of	the	politician	and	activity	
of	the	user	
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Barbera.	“Birds	of	the	Same	Feather	Tweet	Together.	Bayesian	Ideal	Point	Estimation	Using	Twitter	Data.”	Psychological	science.	2013.	



User level - content 

• Binary	classifier	based	on	several	features:	text,	hashtags,	clusters	
• However,	Cohen	and	Ruths	show	that	its	not	as	simple	and	depends	on	
who	you	measure	the	polarity	for	and	what	you	train	on	

• Use	of	loaded	(political)	hashtags	to	create	dataset	biases	the	result	
•  Politically	“modest”	users	are	much	harder	to	classify	

Conover,	Gonçalves,	Ratkiewicz,	Flammini,	and	Menczer.	“Predicting	the	political	alignment	of	Twitter	users.”	PASSAT	2011.	
Cohen	and	Ruths.	“Classifying	Political	Orientation	on	Twitter:	It’s	Not	Easy!”	ICWSM	2013.	
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ferent in features suggests substantial behavioral differences
(Twitter-based behavior, in this case). On one level, this is
not surprising given that one group consists of politicians.
Perhaps more remarkable is the gap between politically ac-
tive and modest users. The behavioral differences suggest
that, not only are politically active users more politically vo-
cal on Twitter, but what they say politically is also quite dif-
ferent. To our knowledge, this has not been documented in
the literature. Better understanding the nature of these dif-
ferences will be an exciting direction for future work.

These cross-dataset results have severe implications for
the immediate utility of political orientation classifiers: they
simply will not transfer across datasets. This has two prac-
tical ramifications. First, model building remains hard: we
cannot assume that we can build models on easy-to-obtain
datasets and then lift these up and apply them to harder-to-
label, but conceptually similar datasets. Second, one must
be very attentive to when one can use a particular classifier.
As the accuracy degradation between the active and modest
users revealed, even seemingly ordinary users who are per-
ceived to simply exhibit different degrees of a behavior may,
actually, manifest different behaviors that a classifier cannot
accommodate.

Moving Forward
The overall implication of this work is that classification of
political orientation, and potentially many other latent at-
tributes, in Twitter is a hard problem — harder than por-
trayed in the current literature — in several key ways.

Good, labeled datasets are hard to build. As demon-
strated by the complex process involved in building the po-
litically modest dataset, it seems that, for some latent at-
tributes, assembling unbiased datasets with high-confidence
labels is a non-trivial endeavor. Furthermore, beyond being
complicated and intensive, there are subtle pitfalls that must
be avoided, such as the choice of using neutral vs. all polit-
ical hashtags in the construction of the PMD. This calls for
renewed attention on the part of researchers and reviewers
to the assumptions and biases implicit in the construction of
datasets and assignment of labels. Furthermore, in this pa-
per we have demonstrated one technique that might be used
to construct other datasets, both for political orientation and
for other attributes. However, more broadly, there is a need
for principled approaches to building labelled datasets, par-
ticularly where latent attribute inference is concerned.

In the interest of eliminating the significant time and ef-
fort involved in building such datasets, there is also the des-
perate need for existing datasets to be shared. In the case of
this study, we have released all three datasets we used in an
anonymized form. We encourage other researchers to do the
same.

Existing methods fail on “ordinary” users. While prior
work (including one of the author’s own past papers) has
suggested that the political orientation inference problem
can be solved with high accuracy, these findings do not apply
to more normal, less politically vocal Twitter users. Perhaps

Figure 2: The discriminating values for the top 516 discriminating
hashtags in each dataset, in increasing order. The plot shows that
politically modest users utterly lack discriminating hashtags. The
discriminating values are normalized by the largest discriminating
value in all the datasets.

the single greatest root cause for this is illustrated in Fig-
ure 2 which shows the normalized differentiating values for
the 1000 most differentiating hashtags in each of the three
datasets we considered. Politically modest users, “normal”
users, simply lack strongly differentiating language between
political orientation classes (in this case, Republicans and
Democrats). This suggests that in order to identify political
leanings (and other attributes that encounter similar issues),
it will be necessary to leverage more subtle behavioral sig-
nals, such as following behavior, the behavior of neighbors,
and the greater network context in which an individual is
situated (e.g., (Zamal, Liu, and Ruths 2012)).

Because gaining insight into the behavior of arbitrary and
ordinary users is so central to the goals of research into and
commercialization of online social environments, recogniz-
ing and addressing the lack of support for such users is cru-
cial to the forward progress of latent attribute inference and
the delivery of tools which will serve the needs of social sci-
entists, companies, and other organizations.

Classifiers do not transfer across types of users. On
some level, the fact that applying a classifier to a dataset
it was not designed for hurts accuracy is unsurprising. How-
ever, our results quantify, for the first time, just how severe
the effects of transferring a classifier across seemingly re-
lated datasets can be. We suspect that this issue is not unique
to political orientation. An important question for all re-
searchers working in latent attribute inference is the extent
to which their methods and classifiers generalize to different
populations — populations separated by behavior (as was
the case in this study), but also separated by other features
such as geography and even time. A number of natural, in-
terrelated research topics emerge out of this result as well:
how can we build classifiers that do transfer across datasets?
How can we know when a classifier will transfer? Answers
to these and related questions will significantly advance the
utility and theoretical foundations of latent attribute infer-
ence.



Combine content and network 

• Not	necessarily	political	affiliation,	but	bias	towards	a	polarizing	topic	
• Method:	

•  Start	with	hand-picked	seed	hashtags	(e.g.	#prochoice	vs	#prolife)	
•  Find	bias	anchors	(partisan	users)	and	other	biased	hashtags	
•  Construct	a	user	similarity	network	based	on	content	and	retweets	
•  Propagate	bias	on	this	user	similarity	network	
•  Correct	for	noise	

Lu,	Caverlee,	and	Niu.	“Biaswatch:	A	lightweight	system	for	discovering	and	tracking	topic-sensitive	opinion	bias	in	social	media.”		
CIKM	2015.	
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Random walk-based approach 

•  Language	and	topic	independent	(not	necessarily	politics)	
• No	content	features	needed	
•  2	variants	

•  Direct	extension	of	RWC	

•  Expected	hitting	time	
•  For	a	user	u,	find	the	expected	number	of	steps	in	a	random	walk	to	hit	
an	influential	node	from	the	X	side	(and	Y	side)	

•  Rank	all	the	users	according	to	this	measure,	ρX(u)∈[0,1]	is	the	rank	for	X	
•  The	polarity	of	u	is	the	difference	in	ranks	
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Garimella,	De	Francisci	Morales,	Gionis,	and	Mathioudakis.	“Quantifying	Controversy	on	Social	Media.”		
Transactions	on	Social	Computing.	2018.	
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6.6 Dipole Moment
This controversy measure was presented by Morales et al. [40] and is based on the notion of dipole
moment that has its origin in physics. Let R (u) ∈ [−1, 1] be a polarization value assigned to vertex
u ∈ V . Intuitively, extreme values of R (close to −1 or 1) correspond to users who belong most
clearly to either side of the controversy. To set the values R (u), we follow the process described
in the original article [40]: We set R = ± 1 for the top-5% highest-degree vertices in each partition
X and Y and set the values for the rest of the vertices by label propagation. Let n+ and n− be
the number of vertices V with positive and negative polarization values, respectively, and ∆A the
absolute difference of their normalized size ∆A = | n+−n−

|V | |. Moreover, let дc+ (дc− ) be the average
polarization value among vertices n+ (n− ) and set d as half their absolute difference, d = |дc+−дc− |

2 .
The dipole moment controversy measure is defined as

MBLB = (1 − ∆A)d . (13)
The rationale for this measure is that if the two partitions X and Y are well separated, then label
propagation will assign different extreme (± 1) R-values to the two partitions, leading to higher
values of the MBLB measure. Note also that larger differences in the size of the two partitions
(reflected in the value of ∆A) lead to decreased values for the measure, which takes values between
zero and 1.

7 CONTROVERSY SCORES FOR USERS
The previous sections present measures to quantify the controversy of a conversation graph. In
this section, we propose two measures to quantify the controversy of a single user in the graph.
We denote this score as a real number that takes values in [−1, 1], with 0 representing a neutral
score and ± 1 representing the extremes for each side. Intuitively, the controversy score of a user
indicates how “biased” the user is towards a particular side on a topic. For instance, for the topic
“abortion,” pro-choice/pro-life activist groups tweeting consistently about abortion would get a
score close to −1/+1 while average users who interact with both sides would get a score close
to zero. In terms of the positions of users on the retweet graph, a neutral user would lie in the
“middle,” retweeting both sides, where as a user with a high controversy score lies exclusively on
one side of the graph.
RWCuser : The first proposed measure is an adaptation of RWC. As input, we are given a useru ∈ V
in the graph and a partitioning of the graph into two sides, defined as disjoint sets of vertices X
and Y . We then consider a random walk that starts—and restarts—at the given user u. Moreover,
as with RWC, the high-degree vertices on each side (X+ and Y+) are treated as dangling vertices;
whenever the random walk reaches these vertices, it teleports to vertex u with probability 1 in
the next step. To quantify the controversy of u, we ask how often the random walk is found on
vertices that belong to either side of the controversy. Specifically, for each user u, we consider the
conditional probabilities Pr[start = u | end = X+] and Pr[start = u | end = Y+] and estimate them
by using the power iteration method. Assuming that user u belongs to side X of the controversy
(i.e., u ∈ X ), their controversy is defined as

RWCuser (u,X ) =
Pr[start = u | end = X+]

Pr[start = u | end = X+] + Pr[start = u | end = Y+] . (14)

Expected hitting time: The second proposed measure is also random-walk based but defined on
the expected number of steps to hit the high-degree vertices on either side. Intuitively, a vertex
is assigned a score of higher absolute value (closer to 1 or −1) if, compared to other vertices in
the graph, it takes a very different time to reach a high-degree vertex on either side (X+ or Y+).

ACM Transactions on Social Computing, Vol. 1, No. 1, Article 3. Publication date: January 2018.
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Fig. 6. (Left) Pearson’s r between the scores obtained by our algorithm (Expected hitting time) and Bi-
asWatch. (Right) Sample scatter plot for #abortion.

Specifically, for each vertex u ∈ V in the graph, we consider a random walk that starts at u and
estimate the expected number of steps lX

u before the random walk reaches any high-degree vertex
in X+. Considering the distribution of values of lX

u across all vertices u ∈ V , we define ρX (u)
as the fraction of vertices v ∈ V with lX

v < lX
u . We define ρY (u) similarly. Obviously, we have

ρX (u), ρY (u) ∈ [0, 1). The controversy score of a user is then defined as

ρ (u) = ρX (u) − ρY (u) ∈ (−1, 1). (15)

Following this definition, a vertex that, compared to most other vertices, is very close to high-
degree vertices X+ will have ρX (u) ≈ 1; and if the same vertex is very far from high-degree
vertices Y+, it will have ρY (u) ≈ 0, leading to a controversy score ρ (u) ≈ 1 − 0 = 1. The opposite
is true for vertices that are far from X+ but close to Y+, leading to a controversy score ρ (u) ≈ −1.

7.1 Comparison with BiasWatch
BiasWatch [37] is a recently proposed, lightweight approach to compute controversy scores for
users on Twitter. At a high level, the BiasWatch approach consists of the following steps:

(1) Hand pick a small set of seed hashtags to characterize the two sides of a controversy (e.g.,
#prochoice vs. #prolife);

(2) Expand the seed set of hashtags based on co-occurrence;
(3) Use the two sets of hashtags, identify strong partisans in the graph (users with high con-

troversy score);
(4) Assign controversy scores to other users via a simple label propagation approach.

We compare the controversy scores obtained by our approaches to the ones obtained by
BiasWatach9 on two sets of datasets: tweets matching the hashtags (i) #obamacare, #guncontrol,
and #abortion, provided by Lu et al. [37], and (ii) the datasets in Table 2. We compute the Pearson
correlation between our measure based on Expected hitting time and BiasWatch; the results are
shown in Figure 6. We omit the comparison with RWCuser scores as they are almost identical to
the ones by BiasWatch.

9For BiasWatch, we use parameters µ1 = 0.1, µ2 = 0.4, optimization method “COBYLA,” cosine similarity threshold 0.4,
and 10 nearest neighbors for hashtag extension.

ACM Transactions on Social Computing, Vol. 1, No. 1, Article 3. Publication date: January 2018.



Polarization over time 
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Political Polarization in the American Public 

•  ~10k	adults	nationwide	
•  10	political	values	questions	

Pew Research Center, “Political Polarization in the American Public” (2014) 97	



Political Polarization in the American Public 
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Political Polarization in the American Public 

• People	with	less	interest	in	politics	are	less	involved	
• People	with	higher	interest	are	more	involved	and	more	polarized	

•  	 these	people	vote	and	hence	matter	the	most	

• Polarized	politics	=	polarized	everything	
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Partisanship of US House of Representatives 

Andris C., Lee D., Hamilton M., Martino M., Gunning C., Selden J.. "The Rise of Partisanship and Super-
Cooperators in the U.S. House of Representatives." (2015) 100	
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Long-term trends in polarization on Twitter 

•  Are	twitter	users	more/less	likely	to	follow/retweet	political	
figures/media	accounts	from	both	sides	now	compared	to	8	years	
ago?	

•  Are	users	more/less	likely	to	use	biased	content?	(hashtags)	

Garimella, K., & Weber, I. "A long term Analysis of Polarisation on Twitter." (2017) 102	



Long-term trends in polarization on Twitter 

•  Are	twitter	users	more/less	likely	to	follow/retweet	political	
figures/media	accounts	from	both	sides	now	compared	to	8	years	
ago?	

•  Are	users	more/less	likely	to	use	biased	content?	(hashtags)	

Garimella, K., & Weber, I. "A long term Analysis of Polarisation on Twitter." (2017) 103	



Summary 

• What	is	polarization	

• Methods	to	identify	polarized	topics	
• And	quantify	the	degree	of	polarization	
• From	content	and	network	

• Methods	to	identify	the	polarity	of	users	
• From	content	and	network	
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Part 5 
 

Mitigating polarization 
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Outline 

•  Part	1:	Introduction		
•  Part	2:	Exploring	Polarization		
•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization		
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research		
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Outline 

• Part	1:	Introduction		
• Part	2:	Exploring	Polarization		
• Part	3:	Polarization	Models	
• Part	4:	Measuring	Polarization	
• Part	5:	Mitigating	Polarization	

•  Motivation	
•  Tools	for	bursting	the	filter	bubble	
•  Learning	and	visualizing	the	ideology	space	
•  Algorithmic	mediation	
• Why	is	the	problem	hard?	

• Part	6:	Challenges	and	Directions	for	Future	Research		
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In this part of the tutorial 

•  Social	engineering	for	mitigating	polarization	
•  The	main	idea:		

nudge	people	to	stay	in	touch	with	the	opposing-side	view	
• We	discuss	

•  Existing	tools	
•  Research	approaches	
•  User-interface	issues	
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Motivation 
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“Filter bubbles are a serious problem with news.” 
Bill Gates, 21 February 2017 

“The internet has exacerbated phenomenon of 
people having conversations in their own silos.” 
“If you’re liberal, then you’re on MSNBC. If you’re a 
conservative, you’re on Fox News.”  

 Barack Obama, 24 April 2017 

“The two most discussed concerns this past year 
were about diversity of viewpoints we see (filter 
bubbles) and accuracy of information (fake news).” 

Mark Zuckerberg, 16 February 2017 

Acknowledging the problem of information silos 
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Bursting filter bubbles 

• Online	filter	bubbles	are	seen	as	a	problem	
• Often	people	are	not	aware	of	the	other	side	
• Other	times	they	are	aware	but	do	not	want	to	know	or	care	
•  Initiatives	to	counter	the	issue		
• Different	objectives	

•  Inform	users	of	the	biases	in	their	news/information	diets	
•  Allow	users	to	see	other	viewpoints	(outside	their	bubble)	
•  Correct	misinformation	
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•  Fact-checks	influence	people’s	assessments	of	negative	political	ads	
(Fridkin	et	al.	2015)	
•  limitation:	a	single	experiment	

•  longitudinal	effects	of	exposure	to	fact-checking		(Nyhan	and	Reifler	2015)	
•  in	general,	the	public	has	positive	views	of	fact-checking	
•  exposure	to	fact-checks	helps	people	become	better	informed		
•  attitude	becomes	more	positive	for	well-informed,	educated	
•  viewed	more	favorably	by	Democrats	than	Republicans		

	

Fridkin,	Kenney,	and	Wintersieck.	"Liar,	liar,	pants	on	fire:	How	fact-checking	influences	citizens’	reactions	to	negative	
advertising."	Political	Communication	32.1	(2015)	

Nyhan,	and	Reifler.	"Estimating	fact-checking's	effects:	Evidence	from	a	long	term	experiment	during	campaign”,	Unpublished	
manuscript	(2015).	
	
	

How to mitigate the problem? 
Offering an opposing view, e.g., fact checking 
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Social media can support political 
deliberation and depolarization 

•  (Semaan	et	al.	2014)	conducted	a	small-scale	study	where	people	could	use	
multiple	platforms	where	they	
•  were	serendipitously	exposed	to	diverse	political	information		
•  constructed	diverse	information	feeds	
•  disseminated	diverse	information	
•  engaged	in	reasoned	political	discussions	with	diverse	audiences	
•  purposefully	sought	diverse	information	and	discussants	

•  Interviews	confirm	that	online	discussions	lead	to	depolarization	
(people	changing	their	views)	

Semaan,	Robertson,	Douglas,	Maruyama,	"Social	media	supporting	political	deliberation	across	multiple	public	spheres:	
Towards	Depolarization”,	CSCW	2014	
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Balancer 

•  Browser	(chrome)	extension	that	augment	Digg	and	Reddit	
•  Monitors	news	articles	visited	by	user	
•  Reports	left-vs-right	balance	
•  Leanings	computed	by	curated	lists	of	websites	
•  Does	awareness	improve	balance?	

•  Study	finds	small	improvement	

	
S.	Munson,	S.	Lee,	P.	Resnick.	"Encouraging	reading	of	diverse	political	viewpoints	with	a	browser	widget”.	ICWSM	
2013	
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In the following slides 

•  Tools	to	burst	filter	bubbles			
•  Sandboxes	in	popular	websites	

•  Learning	and	visualizing	the	ideology	space	
• Algorithmic	mediation	/	recommendations	

• What	to	recommend?		
•  Users-to-follow	vs.	content	

•  How	to	find	meaningful	recommendations?	
•  Utilize	existing	metrics	(polarization,	opinion,	diffusion)	
•  Make	recommendations	to	alleviate	polarization	problem,	according	to	such	metrics	

• Why	is	the	problem	hard?	
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Tools for bursting the filter bubble 
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Wall Street Journal 

Blue	Feed,	Red	Feed	
Curated	by	the	newspaper	
Aims	to	show	how	different			
the	facebook	feed	can	be	for	

different	users	
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Burst	your	vubble	by	the	guardian	
The	Guardian	is	left-wing	

The	column	shows	selected	conservative	articles	from	around	the	web	
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Escape your bubble 

Browser	(chrome)	extension	
Asks	you	which	type	of	people	you	
would	like	to	be	more	accepting	to	
App	inserts	human-curated,	positive	
articles	and	images	into	Facebook	
News	Feed,	which	paint	those	you	

would	like	to	be	more	accepting	of	in	
a	positive	light	
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politecho.org 

Browser	(chrome)	extension	
Shows	political	distribution	of	own	
Facebook	feed	vs.	that	of	friends	

Compares	liked	political	pages	with	
a	reference	set	of	political	pages	
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Browser	(chrome)	extension	
Allows	Twitter	users	to	see	a	feed	that	resembles	that	of	another	user	who	has	

been	pre-classified	as	right-	or	left-leaning	
Laboratory	for	Social	Machines	at	MIT	Media	Lab	 121	



Read across the aisle 

Mobile	(iPhone)	app	and	chrome	
extension	

News	reader	for	select	sources	
Keeps	track	of	personal	reading	history	

Informs	user	of	news	diet	bias	
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Learning and visualizing the ideology space 

123	



Improve awareness 

• Develop	data-driven	methods	that	allow	users	to	perceive	their	
news	diet		

• Visualize/navigate	in	the	underlying	ideology	space,		
	their	position,	the	accounts	they	follow,	the	news	they	read		

	

•  Task	:	learn	latent	ideological	space	of	users	and	content	
•  Joint	non-negative	matrix	factorization	

•  User-user	follow	graph	
•  User-content	share	graph	

P.	Lahoti,	et	al.	"Joint	non-negative	matrix	factorization	for	learning	ideological	leaning	on	twitter”.	WSDM	2018	
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Case study 

•  Twitter	data	from	2011	to	2016,	focusing	on	controversial	topics	
(gun	control,	abortion,	obamacare)		

•  6391	users	and	19	million	tweets		
•  gather	ground-truth	polarity	scores	

•  content	polarity	(Bakshy	et	al.,	2015)	
•  user	polarity	 	(Barberá	et	al.,	2015)	

Barberá,	Jost,	Nagler,	Tucker,	and	R.	Bonneau.	“Tweeting	from	left	to	right:	Is	online	political	communication	more	than	an	
echo	chamber?”	Psychological	science,	2015	

Bakshy,	Messing,	and	Adamic.	“Exposure	to	ideologically	diverse	news	and	opinion	on	facebook”.	Science,	2015	

P.	Lahoti,	et	al.	"Joint	non-negative	matrix	factorization	for	learning	ideological	leaning	on	twitter”.	WSDM	2018	
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matrix of size k ⇥ k) and minimizing the Lagrangian function

L = kA � UHuUT k2F + kC � UHsVT k2F
+� · tr(UT LuU) + � · tr(VT LsV)
tr(�(UTU � I)) + tr(�(VTV � I)). (3)

We can compute the gradient of L with respect to U, V, Hu ,
and Hs . A locally-optimal solution for Problem 2 can be found
using an iterative-update algorithm, similar to the one proposed by
Ding et al. [13]. The multiplicative update rules are as follows:

U  U

vt
AUHT

1 +CVH
T
3 + �SuU

UH1UTUHT
1 +UH3VTVHT

3 + �DuU +U�u
, (4)

V  V

s
CTUH3 + �SdV

�DdV +VH3UTUH3 +V��
, (5)

H1  H1

s
UTAU

UTUH1UTU
, (6)

H3  H3

s
UTCV

UTUH3VTV
, (7)

where

�u = U
TAUHT

1 +U
TCVHT

3 � �U
T LuU � H1U

TUHT
1 � H3V

TVHT
3

and �� = VTCTUH3 � �VT LdV � H3U
TUH3.

4 ESTIMATING IDEOLOGICAL LEANING
In this section we discuss how to use the latent factorsU and V com-
puted using ��� in order to estimate ideological leaning scores for
Twitter users and media channels (sources). Our approach utilizes
the probabilistic model of ��� factorizations, discussed in Yoo et
al. [38], to derive a probabilistic interpretation of latent factors. We
also discuss how to derive a hard cross-ideological separation (hard
clustering) from the latent factors.

As proposed in the literature [24, 38], the latent factors U and V
have the following probabilistic interpretation:
– the entry (i, `) of matrix U indicates the degree to which user i

belongs to the user-cluster `; and
– the entry (j, `) of matrix V indicates the degree to which media

source j belongs to the content-cluster `.
In the context of our problem setting, we are interested in identify-
ing two main ideologies, liberal and conservative, and thus, we set
the number of latent dimensions equal to 2 (k = 2). It follows that
each user and eachmedia source are represented by a 2-dimensional
vector (x ,�) in the latent space — a row of U for users, and a row of
V for media sources. Thus, user and source ideology hard clusters
are derived as argmaxUi j and argmaxVi j , respectively. To esti-
mate a single score for users and media sources, we compute the
angle of line de�ned by the center of origin and the latent vector
(x ,�), normalized to be between 0 and 1, i.e.,1

i(x ,�) = �

�/2 =
arctan(�/x)

�/2 . (8)

1Recall that arctan(0) = 0 and limz!1 arctan(z) = � /2.
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Figure 1: Projection of a subset data points in the learned ide-
ology latent space and the transformed ideology-popularity
coordinate space.
We also compute the magnitude of the latent vector (x ,�)

�(x ,�) =
q
x2 + �2, (9)

which, as can be shown easily, represents the popularity of the cor-
responding user or source — in particular, it is correlated with the
number of re-tweets and follows of a given user, and the number of
tweets containing a given source. Figure 1 visualizes a subset of real
data points projected in the original latent space and their transfor-
mation to the corresponding ideology/popularity co-ordinate space
according to the aforementioned computations.

In summary, given a user or media source represented by a latent
vector (x ,�), we can estimate a single ideological leaning score by
Equation (8), as well as its popularity by Equation (9). When using
more than 2 dimensions for the latent ideology space (k > 2) it is
not possible to estimate ideology scores with a single number, but
we can still handle the user and source representations by standard
vector operations.

5 EXPERIMENTS
5.1 Dataset
Our dataset is collected using Twitter’s streaming API from 2011 to
2016, by �ltering for keywords related to three popular controver-
sial topics: gun control, abortion and obamacare. We use the list of
keywords proposed by Lu et al. [28] to �lter the tweets related to
these topics. We only consider users who tweeted about all three
topics at least once, obtaining a set of n = 6 391 users, and collect
all their tweets, which gave us 19 million tweets.

As discussed in Section 3, we consider two variants of matrix
A (retweet and follow) and two variants of matrix C (urls and host-
names). We observe that the follow user-user matrix A along with
hostname user-content matrix C gives signi�cantly superior results
compared to all other variants, thus, all subsequent results use that
variant. We omit results with the other variants due to lack of space.

5.2 Ground truth
Ideology scores for sources: We collect ground truth for news-
media channels from multiple studies in the literature: (i) 500 most
shared news domains on Facebook [3] (ii) 100most visited domains
in Bing toolbar [15] and (iii) 27 domains from an o�ine survey and
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correlation	with	ground-truth	scores	0.82	

content ideology scores

webpage visit data [18]. Each of these scores roughly measures the
fraction of views/shares/clicks by a conservative user. We map all
scores in the [0, 1] range, 1 being conservative. For the domains
listed in multiple lists we compute the ideology by averaging the
scores. We also remove domains that are not necessarily news
sources (e.g., wikipedia.org, reddit.com, etc.). In total, we collect 559
news domains with ground-truth ideology scores. We refer to this
dataset as ������� ground truth.
Ideology scores for Twitter users: We use two di�erent ground-
truth scores for users: (i) �������: ideology score estimated by
Barberá et al. [5], which applies Bayesian ideal point estimate on
nearly 12 million Twitter users, and (ii) ���_�������: average
ground-truth ideology scores of the sources tweeted by the user.
Popularity scores for sources: We use the aggregated number
of tweets about each news media channel in the collected data set
as a proxy for the popularity of the source.
Popularity scores for users: Since the collection of users is a
random set of people on user, we do not have any ground truth for
popularity of Twitter users.

5.3 Baseline algorithms
We compare our method with three types of methods for ideol-
ogy detection: network-only, content-only, and a combination of
network and content.
Network-only: We consider two types of network-only methods:
(i) ���-based methods that can provide a continuous ideology
score for a user between 0 and 1; and (ii) other methods that only
produce binary labels for ideology (a user is either liberal or conser-
vative). We use symmetric ��� (��������) [13], a 3-factor ���
shown to be equivalent to normalized-cut spectral clustering [12],
������� a method based on partitioning the retweet graph [16]
and ������ a graph partitioning approach on the follow network.
In order to construct a source-source relationship matrix, we use
CT C. It is noteworthy that network-only methods perform only
one-side clustering — one data type at a time. Hence, we need to ap-
ply the methods separately for users and content sources. As such,
network-only methods do not provide any information about the
correspondence between the two clusterings. Further, �������
and ������ return only binary labels, hence we do not use this
baseline for comparing ideology scores.
Content-only: We use orthogonal ��� tri-factorization (�����),
a co-clustering approach [13], and dual manifold co-clustering
(����) [22]. In these methods the bipartite content matrix C is used
to co-cluster the rows (users) and columns (sources) of the matrix
simultaneously using bi-orthogonality and graph-regularization
constraints.
Network and content: We compute ideology scores of Twitter
users estimated by kulshrestha et al. [23] (�����������) and
Lu et al. [28] (���������).
Proposed methods: We use the proposed method ���, and a vari-
ant of ��� without graph-regularization constraints (�������).
We initialized U and V randomly from a uniform distribution in
[0,1] and Hu and Hs as identity matrices of size k . Parameters �
and � are chosen using grid search. Additional details on various
approaches tried for parameter initialization, parameter tuning,
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Figure 2: Popular media outlets and their ideology leaning
scores computed by our method.

and stability of the algorithms with respect to the parameters are
omitted due to lack of space, and will be provided in the full version
of the paper.

5.4 Experimental setup
Evaluation measures. We perform two types of qualitative evalu-
ation tasks: (i) quality of ideological cluster separation (into liberal
or conservative clusters) and (ii) correlation between the computed
ideology scores and ground-truth scores. In order to evaluate clus-
ter separation, we measure ������, adjusted Rand index (���),
adjusted mutual information (���), and normalized mutual infor-
mation (���) between the clusters detected by the algorithm and
the set of ground-truth communities derived by separating users
at ideology score threshold at 0.5. In order to measure correlation
between the computed ideology scores and the ground-truth scores,
we use Pearson mutual correlation coe�cient (����).

5.5 Results
Ideology estimates for users and sources. At a �rst look, the
user ideology scores seem intuitive with the top liberal users being
@barackobama (score: 0.0), @berniesanders (0.0), @thedemocrats
(0.0) and top conservative users @tedcruz (score: 0.99), @sean-
hannity (0.99), and @davidlimbaugh (0.9). Figure 2 shows popular
news-media outlets and their ideology leaning scores computed by
our method. We observe that the position of the news sources is as
expected: Liberal-leaning news outlets (e.g., nytimes, washington
post, the guardian) are on the left, and conservative news outlets
(e.g., fox news, breitbart, rushlimbaugh) on the right. This is also
consistent with the survey-based results found by [29]. While it
is easy to identify the extreme left and right, it is more di�cult to
identify the neutral users and sources (like yahoo, mediaite, white-
house.gov, etc), which, in fact, is the most important subset of users
and sources to tackle the information �lter-bubble issue.
Evaluation of clustering and ideology scores. We compare the
proposed methods with the baselines on (i) quality of ideological
cluster separation (������, ���, ��� and ���) and (ii) correla-
tion (����) between computed ideology score and ground-truth

correlation with ground-truth scores 0.82
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Figure 3: Polarization of the audience of news sources. Values on the x-axis represent the ideology score of users and values
on the �-axis represent the kernel density estimate of the number of users at each point.

(a) Democratic Party (b) Republican Party

Figure 4: Ideological position of @thedemocrats and @gop
(black dots) and their content engagement. Points in the grey
are the sources that the user never interacted with.

number of times a user has consumed content from the said source.
In order to increase the ease of visual interpretation, we color the
content according to the ideological learning (blue: liberal, green:
neutral and red: conservative). Content not consumed by the user
is colored gray.

Figure 4 presents a prototype for two popular Twitter accounts
from the two ends of the political spectrum: the Republican Party
(@gop) and the Democratic party (@thedemocrats).3 From this
�gure, one can visually observe their own ideological positioning
as well as the ideology of the content that they engage with. For
instance, @thedemocrats is heavily liberal in their ideology (ide-
ology score 0.0). The content consumed by @thedemocrats is also
heavily biased on the liberal side. As expected, a large fraction of the
content they engage with is from the left (mainly liberal media like
nytimes.com and washingtonpost.com), and negligible amount from
the opposite point of view, whereas the opposite is true for @gop.
It is interesting to observe that the Republican party account has a
higher engagement with diverse view points than the Democrats.

6.2 Making ideologically diverse content
recommendations

Garimella et al. [17] proposed an approach to di�use a user’s �lter
bubble by connecting him to a user outside his bubble from the
opposing viewpoint. Their approach is mainly based on identify-
ing users from opposing sides and optimizing a global function.
Here, we build on top of that idea and use our computed ideology
to di�use a user’s bubble by recommending him content from an
3An interactive web version of these plots can be accessed at
http://resources.mpi-inf.mpg.de/d5/�lterbubble.
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Figure 5: Logical diagram of user content recommendation
by sampling from the Gaussian over “ideology” and “popu-
larity” positioning.

opposing viewpoint, along with an option to choose how willing
the user is to explore the other side. Recommending ideologically
diverse content to a user can be controlled by the user using two
parameters: ideology tolerance threshold � and popularity thresh-
old � . Intuitively, a user is more likely to accept content within the
region+� and�� on either side of the user’s ideological positioning,
and +� and �� on either side of his popularity position. Figure 5a
visualizes a hypothetical user in the original ideology latent space
and the transformed ideology-popularity coordinate space (detailed
in Section 4). Consider that we build two Gaussian distributions
around the user box (see Figure 5b) with their means centered at
user’s ideology and popularity score respectively, and variance as
a function of the tolerance threshold given as input by the user.
We can now sample content from these Gaussian distributions and
use it for recommending content to the user. As desired, in such a
sampling, the content close to the user’s own ideology and popu-
larity score has a higher probability of being selected. As we move
closer to the thresholds, the probability of an article being selected
gradually decreases. This “box” gives the space of exploration for a
user and depending on the user’s willingness to explore (based on
parameters � ,� ), they can see content outside their bubble.

7 CONCLUSIONS
We considered the problem of identifying ideological leaning of
users and news sources (content) on Twitter. The paper tackles
two main challenges: (i) learning the ideological latent factors of
users and content in a joint model that explores simultaneously
user-to-user and user-to-content relations; and (ii) embedding the
discovered factors in a common latent space so as to support visu-
alization and exploration of the results. Our approach distinguishes

Figure 3: Polarization of the audience of news sources. Values on the x-axis represent the ideology score of users and values
on the �-axis represent the kernel density estimate of the number of users at each point.

(a) Democratic Party (b) Republican Party

Figure 4: Ideological position of @thedemocrats and @gop
(black dots) and their content engagement. Points in the grey
are the sources that the user never interacted with.

number of times a user has consumed content from the said source.
In order to increase the ease of visual interpretation, we color the
content according to the ideological learning (blue: liberal, green:
neutral and red: conservative). Content not consumed by the user
is colored gray.

Figure 4 presents a prototype for two popular Twitter accounts
from the two ends of the political spectrum: the Republican Party
(@gop) and the Democratic party (@thedemocrats).3 From this
�gure, one can visually observe their own ideological positioning
as well as the ideology of the content that they engage with. For
instance, @thedemocrats is heavily liberal in their ideology (ide-
ology score 0.0). The content consumed by @thedemocrats is also
heavily biased on the liberal side. As expected, a large fraction of the
content they engage with is from the left (mainly liberal media like
nytimes.com and washingtonpost.com), and negligible amount from
the opposite point of view, whereas the opposite is true for @gop.
It is interesting to observe that the Republican party account has a
higher engagement with diverse view points than the Democrats.

6.2 Making ideologically diverse content
recommendations

Garimella et al. [17] proposed an approach to di�use a user’s �lter
bubble by connecting him to a user outside his bubble from the
opposing viewpoint. Their approach is mainly based on identify-
ing users from opposing sides and optimizing a global function.
Here, we build on top of that idea and use our computed ideology
to di�use a user’s bubble by recommending him content from an
3An interactive web version of these plots can be accessed at
http://resources.mpi-inf.mpg.de/d5/�lterbubble.
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Figure 5: Logical diagram of user content recommendation
by sampling from the Gaussian over “ideology” and “popu-
larity” positioning.

opposing viewpoint, along with an option to choose how willing
the user is to explore the other side. Recommending ideologically
diverse content to a user can be controlled by the user using two
parameters: ideology tolerance threshold � and popularity thresh-
old � . Intuitively, a user is more likely to accept content within the
region+� and�� on either side of the user’s ideological positioning,
and +� and �� on either side of his popularity position. Figure 5a
visualizes a hypothetical user in the original ideology latent space
and the transformed ideology-popularity coordinate space (detailed
in Section 4). Consider that we build two Gaussian distributions
around the user box (see Figure 5b) with their means centered at
user’s ideology and popularity score respectively, and variance as
a function of the tolerance threshold given as input by the user.
We can now sample content from these Gaussian distributions and
use it for recommending content to the user. As desired, in such a
sampling, the content close to the user’s own ideology and popu-
larity score has a higher probability of being selected. As we move
closer to the thresholds, the probability of an article being selected
gradually decreases. This “box” gives the space of exploration for a
user and depending on the user’s willingness to explore (based on
parameters � ,� ), they can see content outside their bubble.

7 CONCLUSIONS
We considered the problem of identifying ideological leaning of
users and news sources (content) on Twitter. The paper tackles
two main challenges: (i) learning the ideological latent factors of
users and content in a joint model that explores simultaneously
user-to-user and user-to-content relations; and (ii) embedding the
discovered factors in a common latent space so as to support visu-
alization and exploration of the results. Our approach distinguishes

correlation of user ideology scores with ground-truth 0.90

Audience ideology scores 
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Visualizing the information bubble 
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Algorithmic mediation 
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Algorithmic mediation / recommendations 

•  Task	:	make	a	recommendation	helping	to	reduce	polarization	
• Different	approaches	driven	by	polarization	metrics	

•  Pick	a	favorite	metric	:	RWC,	opinion	diversity,	influence-based	
•  Compute	recommendation	that	reduces	polarization	according	

to	the	selected	metric	
•  Account	for	recommendation	acceptance	probability	

• Another	dimension:	What	to	recommend?	User	vs.	content	
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example of results

nemtsov protests

results

32

retweets replies

interaction	graphs	for	
nemtsov protests

Michael	Mathioudakis

retweets replies

1. Recommendations based on RWC 

• Recall	:	random-walk	controversy	score	
• Quantifies	the	degree	of	polarization	of	a	given	topic	
• Based	on	the	structure	of	the	retweet	graph	of	the	topic	
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• Assuming	:	polarization	is	measured	by	RWC	
• Problem	:	add	k	edges	to	maximally	reduce	RWC	
•  Enhance	greedy	with	efficient	incremental	computation	
•  Edge	additions	are	interpreted	as	recommendations	
•  Incorporate	probability	of	accepting	a	recommendation	

•  compute	user	polarity,	and	
•  acceptance	probability	as	a	function	of	user	polarity		

1. Recommendations based on RWC 

K.	Garimella	et	al.	“Reducing	controversy	by	connecting	opposing	views”.	WSDM	2017	
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Reducing polarization : real example 

Polarity = 0.95 

reducing polarization : real example

polarity=-.99 polarity=.95Polarity = −	0.99 
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Reducing polarization : real example 

Polarity = −	0.99 Polarity = 0.15 

reducing polarization : real example

polarity=-.99 polarity=.15
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Reducing polarization : results 

reducing polarization : results

K.	Garimella	et	al.	“Reducing	controversy	by	connecting	opposing	views”.	WSDM	2017	
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A.	Matakos	et	al.	“Measuring	and	moderating	opinion	polarization	in	social	networks”.	DMKD	2017	

• Assume	Friedkin-Johnsen	opinion	formation	model	
• Agent	i	has	innate	opinion	si	and	expressed	opinion	zi	
• zi	is	determined	by	the	opinion-formation	model		

• Polarization	index			

• Problem	:		set	the	opinion	of	at	most	k	agents	to	0	so	as	to	
minimize	the	polarization	index	

• Problem	shown	to	be	NP-hard	
• Suggested	a	greedy	method	and	compared	against	baselines	

2. Reducing polarization and disagreement 
    based on an opinion-formation model 

P =
X

u2V

z2u
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• Assume	Friedkin-Johnsen	opinion	formation	model	
• Agent	i	has	innate	opinion	si	and	expressed	opinion	zi	
• zi	is	determined	by	the	opinion-formation	model		

• Disagreement	index			

• Polarization	index		

• Polarization	and	disagreement	index		

3. Reducing polarization and disagreement 
    based on an opinion-formation model 

Musco,	Musco,	and	Tsourakakis,	“Minimizing	Polarization	and	Disagreement	in	Social	Networks”.	WWW	2018	

D =
X

(u,v)2E

wuv(zu � zv)
2
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• Problem	1	:	given	agents	with	their	innate	opinions,	what	is	
the	optimal	graph	topology	that	minimizes	polarization	and	
disagreement?	

• (optimization	over	the	space	of	all	possible	graphs)	

• Problem	2	:	given	a	network	G,	of	agents	with	their	own	
innate	opinions,	how	should	we	change	the	initial	opinions,	
for	a	maximum	total	change	in	opinion	mass,	so	as	to	
minimize	polarization	and	disagreement?	

• Both	problems	are	convex	– solvable	in	polynomial	time	

3. Reducing polarization and disagreement 
    based on an opinion-formation model 

Musco,	Musco,	and	Tsourakakis,	“Minimizing	Polarization	and	Disagreement	in	Social	Networks”.	WWW	2018	
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• Recall	the	classic	viral-marketing	setting	
• Given	a	social	network	and	a	propagation	model	
	e.g.,	independent-cascade	model		

• an	action	(e.g.,	meme)	propagates	in	the	network	
• The	influence-maximization	problem		

• find	k	seed	nodes	to	maximize	spread		
• The	standard	solution		

• spread	is	non-decreasing	and	submodular		
• greedy	gives	(1−1/e)	approximation		

4. Recommendations based on information 
    propagation models 

140	



• Proposed	setting	
• a	social	network	and	two	campaigns	
• seed	nodes	I1	and	I2	for	the	two	campaigns	
• a	model	of	information	propagation		

• The	problem	of	balancing	information	exposure	
• find	additional	seeds	S1	and	S2,	with	|S1|	+	|S2|	≤	k	
• s.t.	minimize	#	of	users	who	see	only	one	campaign	
• or	maximize	#	of	users	who	see	both	or	none		

Balancing information exposure  

K.	Garimella	et	al.	“Balancing	information	exposure	in	social	networks”.	NIPS	2017	
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Illustration 

Online discussion on fracking 

illustration

social discussion on fracking

Echo chambers
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• Optimization	problem	is	NP-hard		
• Minimization	problem	is	NP-hard	to	approximate		
• Maximization	problem	

• objective	function	non	monotone	and	non	submodular		
• Two	models	of	how	the	campaigns	propagate		
• Approximation	guarantee		½	(1−1/e)		

Balancing information exposure : results  

K.	Garimella	et	al.	“Balancing	information	exposure	in	social	networks”.	NIPS	2017	
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Balancing information exposure : example 

K.	Garimella	et	al.	“Balancing	information	exposure	in	social	networks”.	NIPS	2017	

balancing information exposure : example
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• An	alternative	approach	is	to	make	recommendations	so	as	
to	maximize	diversity	in	the	social	network	

• What	is	diversity	and	how	to	measure	it?	
• At	a	user	level	:	recommend	diverse	content	
• At	a	network	level	:	make	recommendations	so	that	friends	
see	different	content	

• Motivation	:	friends	can	discuss/debate		
• Combinations	of	user	and	network	diversity	
• Another	consideration	:	model	propagation	effects,	or	not	

Maximizing diversity 
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• Motivation	:	make	recommendations	to	users	in	a	social	network	
so	that	friends	see	different	content	

• Make	a	small	number	of	recommendations	(k)	
• Why	?	Intervene	as	little	as	possible	

• A	simple	formulation	that	captures	the	essence	of	this	problem	
• Social	network	graph	G=(V,E)	
• Graph	nodes	have	values	+1	or	-1	

• Corresponding	to	what	kind	of	content	they	see	
• Select	k	nodes	to	swap	their	values	so	as	to	maximize		
	the	number	of	edges	having	different	values	at	their	
	endpoints,	i.e.,	edges	having	values	(+1,-1)		

5. Maximizing diversity :  
    “tell me something my friends do not know” 

A.	Matakos	et	al.	“Tell	me	something	my	friends	do	not	know:	Diversity	maximization	in	social	networks	”.	ICDM	2018	
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• Toy	example	in	the	“karate	club”	graph	

• Optimal	solution	for	k=4	

5. Maximizing diversity :  
    “tell me something my friends do not know” 

A.  Matakos	et	al.	“Tell	me	something	my	friends	do	not	know:	Diversity	maximization	in	social	networks	”.	ICDM	2018	

(a) Echo-chamber graph
(b) Graph with diversified expo-
sure

Fig. 1: Toy graph with different exposure assignments

contain two communities. The colors on the nodes represent
different exposure levels, say two different “news diets” that
the network users consume. In Figure 1a each community
has different exposure level, leading to a network with echo
chambers and no diversity. In Figure 1b we depict the optimal
solution to our problem, where we ask for the best k = 4
users, to change their exposure and maximize the total network
diversity—assuming that all users opt-in to receive alternative
news diets and the user cost is constant. In this simple example
the algorithm picks the two hubs of each community.

From the technical point of view, we formulate the problem
of maximizing diversity of exposure as a special case of the
quadratic-knapsack problem (QKP) [7]. Our first result shows
that the diversity maximization problem is not only NP-
hard, but also NP-hard to approximate within a multiplicative
factor. Thus, we study a number of polynomial algorithms
inspired by the quadratic-knapsack formulation, such as meth-
ods based on semidefinite-programming (SDP) relaxation and
linearization techniques. We also propose two scalable greedy
algorithms, which take advantage of the special structure of
our problem.

Our results show that the SDP-based algorithm is the best
performing on a diverse range of settings, followed very
closely by one of the greedy methods. This is very useful
because while the SDP algorithm is expensive, the greedy has
linear complexity with respect to the number of nodes in the
network, and thus, has excellent scalability properties.

Our relaxation provides upper bounds on the quality of
solution. In addition we propose alternative upper bounds
with varying trade-offs of tightness-vs.-efficiency. All these
bounds allow us to obtain empirical approximation guarantees
for given problem instances. For instance, for the problem
instances used in our experiments, we are able to assert that
our algorithms give solutions with typical approximation factor
between 1.5 and 2.5; despite the problem being NP-hard to
approximate.

In summary, in this paper we make the following contribu-
tions:

• Inspired by the problem of breaking filter bubbles, we
formulate the problem of maximizing the diversity of
exposure, as a special case of the quadratic-knapsack
problem.

• We prove that the diversity maximization problem is NP-
hard to approximate within a multiplicative factor.

• We study several algorithms for the problem, including
an SDP-based algorithm, an algorithm based on lineariza-
tion, and two greedy methods.

• We develop upper bounds with different trade-offs of
tightness-vs.-efficiency, which provide empirical approx-
imation guarantees for given problem instances.

• We present an extensive experimental evaluation that
provides evidence for the best-performing methods, and
quality-vs.-efficiency trade-offs.

The rest of the paper is organized as follows. We start
our presentation by reviewing the related work, in Section II.
We then present our notation in Section III, and we formally
define the diversity maximization problem in Section IV.
The NP-hardness proof is also presented in Section IV. In
section V we discuss algorithms for the binary version of
the problem, and we present upper bounds for the optimal
solution. The extension of the diversity-maximization problem
to the continuous case is discussed in Section VI. We present
our experimental evaluation in Section VII, and we conclude
in Section VIII by offering our final remarks and suggestions
for future work.

II. RELATED WORK

Our work relates to the emerging line of work on breaking
filter bubbles and reducing polarization on social media. To
the best of our knowledge, this is the first work to approach
this problem from the point of view of increasing diversity
of information exposure, and formulating it as a quadratic
knapsack-style problem.
Detecting polarization: Recently, a significant body of work
has emerged that focuses on measures for characterizing
polarization in online social media [2], [5], [10], [16], [22].
These works consider mainly the structure in social-media
interactions and quantify polarization or compute node polarity
scores using network-based techniques. Other papers study the
emergence of polarization on various opinion-formation mod-
els: Dandekar et al. [6] generalize DeGroot’s model to account
for biased assimilation, while Vicario et al. [28] propose a
variant of the bounded-confidence model, where discordant
edges are rewired and two opposing opinion clusters emerge.
Reducing polarization: Given the negative effects of frag-
mentation, there has been recent work that focuses on methods
for reducing polarization [11], [22], [25]. Matakos et al. [22]
study the problem of convincing a set of individuals to adopt a
neutral opinion and act as mediators in the discussion. Musco
et al. [25] study a similar problem, albeit with the dual objec-
tive of minimizing both polarization and disagreement among
individuals. Garimella et al. [11] consider the problem of
introducing new edges between the two sides of a controversy,
so as to reduce polarization.

There are two key differences between these works and our
approach. First, while these works focus on minimizing other
measures of polarization, our aim is to maximize the diversity
of content that an individual is exposed. Second, while these
works consider how to affect user opinions, we only consider
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• Problem	complexity,	formulation,	and	proposed	solutions	
• Problem	is	NP-hard	(generalization	of	max-cut)	

• also	NP-hard	to	approximate	
• Problem	formulation	:		non	convex	0-1	quadratic	problem	

• an	instance	of	quadratic	knapsack	(QK)	
• Proposed	solutions	

1.  SDP	relaxation,	and	rounding	inspired	by	QK	solutions	
2.  Glover’s	linearization,	solve	LP,	round	
3.  Greedy	
4.  Obtain	exact	solution	by	mixed-integer	quadratic	

programming	(not	scalable)		

	

5. Maximizing diversity :  
    “tell me something my friends do not know” 

A.	Matakos	et	al.	“Tell	me	something	my	friends	do	not	know:	Diversity	maximization	in	social	networks	”.	ICDM	2018	
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5. Maximizing diversity :  
    “tell me something my friends do not know” 

A.	Matakos	et	al.	“Tell	me	something	my	friends	do	not	know:	Diversity	maximization	in	social	networks	”.	ICDM	2018	

TABLE I: Dataset Statistics
Dataset Nodes Edges Avg Degree Positive Negative ⌘

Karate 34 78 4.58 17 17 10
Karate-D 34 78 4.58 18 16 43
Books 105 441 8.40 43 49 35
Books-D 105 441 8.40 54 51 224
Twitter100 80 1 403 17.53 25 55 90
Twitter100-D 80 1 403 17.53 42 38 710
Blogs 1 222 16 717 27.36 636 586 1 419
Elections 18 893 269 696 14.27 6 612 12 281 28 164
Twitter 200 073 4 009 548 50 038.04 81 793 118 280 251 450

TABLE II: Solution quality and bounds from the relaxations
Dataset k IQP SDP-Relax Glover I-Greedy S-Greedy

Karate 0.1n 46 46 (46.43) 46 (52.28) 46 46
0.2n 56 56 (59.13) 54 (69.05) 56 51

n 61 61 (63.48) 52 (78.00) 57 51
Karate-D 0.1n 50 50 (53.69) 49 (65.85) 50 50

0.2n 55 55 (60.74) 50 (79.84) 53 52
n 61 61 (63.89) 50 (93.00) 55 48

Books 0.1n 207 207 (207.81) 207 (235.90) 207 207
0.2n 264 262 (272.26) 249 (330.01) 264 248

n 309 306 (318.43) 267 (447.00) 298 253
Books-D 0.1n 265 262 (272.95) 249 (328.32) 263 252

0.2n 285 281 (298.48) 280 (388.82) 284 254
n 309 307 (318.44) 282 (497.50) 286 243

Twitter100 0.1n 425 425 (425.19) 424 (479.52) 425 424
0.2n 599 599 (601.38) 589 (791.55) 599 592

n � 793 (804.21) 733 (1 406.00) 790 647
Twitter100-D 0.1n 743 742 (752.94) 722 (917.99) 742 715

0.2n � 757 (775.53) 729 (1 071.32) 761 715
n � 793 (804.21) 775 (1 496.00) 766 737

Blogs 0.1n � � 9 878 (12 659.06) 9 879 8 889
Elections 0.01n � � � 117 950 117 482
Twitter 0.001n � � � � 1 678 753

Table I shows the statistics of our datasets. All networks are
treated as undirected. All edge weights and node costs are set
to 1.
Performance evaluation. We first evaluate the algorithms
with respect to the diversity-index score they achieve.
SDP-Relax is the SDP-based algorithm, Glover is the
linearization algorithm, I-Greedy and S-Greedy are the
two greeedy algorithms, while IQP is the exact algorithm.

Table II shows the results obtained by the algorithms on
all datasets. For the smaller datasets, Karate, Books and
Twitter100, we set k = 0.1n, 0.2n, n, while for the larger
datasets we set k = 0.1n for Blogs, and k = 0.01n for
Elections. For the largest dataset Twitter, we set k = 0.001n.

We observe that SDP-Relax is the best-performing algo-
rithm: it finds solutions of quality very close to that of IQP,
which is optimal. Especially surprising is the performance of
I-Greedy, which is almost equal to SDP-Relax. It even
outperforms SDP-Relax slightly in some instances. On the
other hand, I-Greedy performs less well for k = n, which
is expected, given its greedy nature.

It is important to note that IQP terminates in reasonable
time only for networks of up to 100 nodes. We also observe
that the SDP relaxation is tight and achieves upper bounds
very close to the optimal value (always less than 1.007 times
the optimal). Glover, on the other hand, does not give
tight relaxations: its upper bounds can get quite off. Finally,
S-Greedy manages to achieve good performance for small-
size instances, due to picking first the high diagonal elements,
but it fails to give good solutions for larger instances.

In addition, we evaluate the quality of the three upper
bounds (Section V-E). Table III shows the results. Bound3
is the most expensive to compute, but is also tightest. On

TABLE III: Upper bounds
Dataset k Optimal Bound1 Bound2 Bound3

Karate 0.1n 46 122 63.62 57
0.2n 56 262 130.63 83

n 61 934 452.32 145
Karate-D 0.1n 50 99 76.43 59

0.2n 55 169 118.23 90
n 61 570 302.43 145

Books 0.1n 207 535 297.6 245
0.2n 264 1 035 560.20 387

n 309 5 235 2 766.04 857
Books-D 0.1n 265 552 363.26 338

0.2n 285 872 494.53 439
n 309 3 528 1 249.18 778

Twitter100 0.1n 425 890 498.27 481
0.2n 599 1 590 855.50 807

Twitter100-D 0.1n 743 1 176 1 035.32 809

TABLE IV: Running times (in seconds)
Dataset k IQP SDP-Relax Glover I-Greedy S-Greedy

Karate 0.1n 0.093 1.355 0.814 0.009 0.002
0.2n 0.274 1.326 0.575 0.018 0.001

n 1.620 1.820 0.587 0.035 0.001
Karate-D 0.1n 0.172 1.436 0.692 0.010 0.002

0.2n 0.275 1.271 0.613 0.019 0.002
n 0.329 1.460 0.558 0.036 0.001

Books 0.1n 0.098 158.297 6.259 0.078 0.002
0.2n 0.334 165.299 5.157 0.154 0.002

n 2.543 213.720 4.744 0.266 0.006
Books-D 0.1n 0.503 146.344 6.138 0.123 0.002

0.2n 1.493 138.263 6.225 0.150 0.002
n 3.726 188.170 4.744 0.253 0.006

Twitter100 0.1n 0.855 44.813 3.745 0.042 0.001
0.2n 71.362 50.523 3.139 0.083 0.002

n >7200 56.670 2.870 0.086 0.002
Twitter100-D 0.1n 40.284 40.972 3.687 0.041 0.002

0.2n >7200 39.720 2.980 0.077 0.001
n >7200 42.811 3.007 0.072 0.002

Blogs 0.1n � � 947.980 10.070 0.103
Elections 0.01n � � � 333.727 12.961
Twitter 0.001n � � � � 3000.676

the other hand, Bound1 is the cheapest to compute, by it can
get quite bad. We also observe that is more tight for diverse
networks. This is due to the impact of the diagonal elements of
P on the computation of the bound: the diagonal elements are
smaller for diverse networks. Finally, Bound2 is fairly tight
for k = 0.1n but it gets worse for k = n. In general, we
observe that for all bounds the value is much closer to the
optimal for small instances, which is somewhat expected. It is
worth noting that for the case k = n, despite the fact that the
optimal diversity-index value is the same no matter the initial
assignment of exposures (since all exposures can be changed),
the bounds obtained are different.

Scalability. We also perform a scalability analysis of the
algorithms, shown in Table IV. We are able to run all algo-
rithms for the smaller datasets, Karate, Books, and Twitter100,
although IQP did not terminate after two hours on Twitter100
for k = n and Twitter100-D for k = 0.2n. For the Blogs
dataset, Glover, I-Greedy, and S-Greedy are scalable,
while IQP and SDP-Relax run out of memory. I-Greedy
and S-Greedy are very scalable, and run fast even on
big datasets. S-Greedy scales well even on the very large
network, Twitter.

All in all, for the polynomial algorithms the running time
is in-line with their theoretical complexity, while IQP is very
fast for some instances but does not terminate within two hours
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• Future	directions	
• Consider	more	realistic	problem	formulations	

• Continuous	user	leaning	score	
• Continuous	recommendation	leaning	score	
• Probability	of	accepting	a	recommendation	

	

5. Maximizing diversity :  
    “tell me something my friends do not know” 

A.	Matakos	et	al.	“Tell	me	something	my	friends	do	not	know:	Diversity	maximization	in	social	networks	”.	ICDM	2018	
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• Motivation	:	recommend	content	to	users	of	a	social	
network	

• Recommended	content	may	be	shared	among	users,	
creating	possible	cascades		

• We	want	users	to	be	exposed	to	diverse	content	

• Make	a	small	number	of	recommendations	
• Why	?	Intervene	as	little	as	possible	

• Make	at	most	k	recommendations	in	total	
• Make	at	most	kv	recommendations	to	user	v	

6. Maximizing diversity of exposure 

C.	Aslay	et	al.	“Maximizing	the	diversity	of	exposure	in	a	social	network”.	ICDM	2018	
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• Problem	formulation	inspired	influence	maximization	setting	

• Consider	social	graph	G=(V,E)	
• Assume	users	have	known	leaning	score	s(v)	

• Assume	set	of	content	items	I,	each	with	leaning	score	s(i)	

•  Items	propagate	according	to	the	independence	cascade	model	

•  Influence	probabilities	are	known	
• We	want	to	recommend	k	items	to	k	users		

•  (find	an	assignment	from	items	to	users)	

• Goal	:	maximize	the	diversity	score	

• E(v)	:	set	of	items	that	v	is	exposed	(considering	also	cascades)		

6. Maximizing diversity of exposure 

X
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• Diversity	function	is	submodular	

• Greedy	algorithm	provides	½	approximation	

• Maximizing	a	submodular	function	under	partition	matroid	
constraints		

•  (recommend	at	most	kv	items	to	user	v)	

• But	computation	required	in	the	greedy	step	by	standard		Monte-
Carlo	simulations	is	prohibitively	expensive	

• Adapt	recently-developed	techniques	for	the	influence-
maximization	problem	to	obtain	highly	scalable	algorithm	

• Generalize	the	idea	of	reverse-reachable	sets	
• Estimate	the	sample	size	required	by	greedy	using	martingales	

6. Maximizing diversity of exposure -- results 

C.	Aslay	et	al.	“Maximizing	the	diversity	of	exposure	in	a	social	network”.	ICDM	2018	 153	



Why is the problem hard? 
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Belief echoes 

• User	study	(Nyhan	and	Reifler	2010)	
•  Three	different	political	topics:		
•  Iraq	and	WMD,	tax	cuts,	stem	cell	research	

•  Findings:		
•  Corrective	information	often	fail	to	reduce	misperceptions		
•  It	may	actually	strengthen	misperceptions	among	ideological	
subgroups	(backfire	effect)	

•  Similar	study	and	supporting	evidence	by	(Thorson	2016)	
•  Exposure	to	a	piece	of	misinformation	can	shape	a	person’s	attitudes	
despite	the	fact	that	she	recognizes	it	is	false.	

Nyhan	and	Reifler.	"When	corrections	fail:	The	persistence	of	political	misperceptions."	Political	Behavior	32.2	(2010)	

Thorson,	"Belief	echoes:	The	persistent	effects	of	corrected	misinformation."	Political	Communication	33.3	(2016)	
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Backfire effect 

• Recent	study	(Bail	et	al,	2018)		
•  Surveyed	a	large	sample	(N=1652)	of	politically	active	twitter	users,	
Democrats	and	Republicans	

• Paid	them	to	follow	a	Twitter	bot	for	one	month	that	exposed	them	
to	content	of	opposing	political	ideologies.	

• Resurveyed	after	1	month	
•  Finding:		

•  Republicans	who	followed	a	liberal	Twitter	bot	became	substantially	
more	conservative	post-treatment	

•  Democrats	who	followed	a	conservative	Twitter	bot	became	slightly	
more	liberal	post-treatment	

Bail,	et	al	“Exposure	to	Opposing	Views	can	Increase	Political	Polarization:	Evidence	from	a	Large-Scale	Field	Experiment	on	
Social	Media.”	(2018)	 156	



Selective partisan sharing 

• Partisans	do	not	like	fact	checking	that	challenges	their	views	
(Shin	and	Thorson	2017)	

• Analyzed	fact-checking	tweets	of	the	2012	campaign	
•  Finding	1:	Parisans	selectively	share	fact-checking	results	

•  they	hand-pick	and	promote	fact-checking	tweets	that	serve	their	view	
•  Finding	2:	Fact-checkers	receive	hostility	from	the	side	that	is	
negatively	affected	by	fact-checking	

•  Fact-checking	messages	are	diffused	in	a	biased	manner	

Shin	and	Thorson.	"Partisan	selective	sharing:	The	biased	diffusion	of	fact-checking	messages	on	social	media."	Journal	of	
Communication	67.2	(2017)	
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Language can play an important role 

• A	study	on	Bing	search	engine	(US,	July	2012)	
•  Found	an	echo	chamber	effect	

• Users	clicking	on	news	outlets	of	similar	leaning	to	their	own	

• But	the	effect	can	be	mitigated	via	language	
•  higher	chance	to	click	of	an	article	of	opposite	viewpoint	if	the	
language	model	was	similar	to	their	side’s	language	model	

Yom-Tov,	Dumais,	and	Guo.	"Promoting	civil	discourse	through	search	engine	diversity."	Social	Science	Computer	Review	32.2	
(2014)	
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Other features can have an effect 

•  Indicators	of	the	position	of	the	source	(Liao	and	Fu,	2014)	
• Make	users	aware	of	other	users’	position	

•  Indicators	help	users	who	are	motivated	to	acquire	more	accurate	
information	to	decrease	their	selective	exposure	

• No	effect	to	users	with	low	motivation	

• Credibility	of	a	source,	or	the	expertise	of	a	user,	increases	the	
chances	of	other	users	believing	in	the	content	
(Vydiswaran	et	al.,	2015)	
	

Liao	and	Fu,	“Can	You	Hear	Me	Now?	Mitigating	the	Echo	Chamber	Effect	by	Source	Position	Indicators”,	CSCW	2014		

Vydiswaran,	Zhai,	Roth,		and	Pirolli,	“Overcoming	Bias	to	Learn	about	Controversial	Topics”,	JAIST	2015	
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to 5-liberal, group 1: M=3.5, SD=0.9, group 2: M=3.5, 
SD=1.1; p=0.85) was observed between the two groups. 
Participants were compensated for $8 per hour and spent 
1.5-2 hours on pre-tests and the experiment. 

Task  
In the experiment, we presented participants an interface of 
“user list” introduced as the result page of “user search” 
function of an online discussion forum (Figure 1). We will 
explain in detail how the users were created in the material 
section. Participants were instructed to imagine that they 
were visiting an online forum where people discussed 
controversial issues to learn about topics they were 
interested. They would eventually write their own posts. 
For each topic, the user list page suggested 32 users who 
were active in the discussion of the topic. Participants could 
click on any user to read his or her comment page (Figure 
2), where one comment randomly chosen from the “top 3 
comments” of this user would be presented, and participant 
could click “read more comments from this user” to read 
the other two, one at a time. Under each comment, there 
was a question asking participants to rate their agreement 
with the comment using a 1-disagree to 5-agree scale. They 
could return to the user list page to check other users at any 
moment. Once they clicked return (to leave the comment 
page of current user), they would be prompted to rate the 
user’s position on the topic using a 1-pro to 5-con scale. 
They could click on any user and read as many comments 
as they wanted. When they were ready, they could proceed 
to the next page to write their own post. After submitting 
the post, they would proceed to the next task on a different 
topic. Each user on the experiment interface had a unique 
user name, which did not appear in more than one topic. 
The orders of topics, users, and the comments were 
randomized across participants. 

Figure 1 presented the interface for the user list page. All 32 
users were listed in this fashion, with a user name and an 
opinion summary generalizing the person’s view. In the 
condition with position indicators, a bar showing the 

position of this user was added to the user profile, which 
indicated both the valence and the magnitude of this user’s 
position, i.e., there were four kinds of position bars: 1) 
strong pro-a full green bar; 2) moderate pro- a ¾ green and 
¼ red bar; 3) moderate con- a ¾ red and ¼ green bar; 4) 
strong con- a full red bar. As shown in Figure 1, images of 
thumb-up and thumb-down were added in the bar to 
indicate the meaning of the colors. Participants were told in 
the instruction that the website allowed other users to rate 
the position of users who participated in the discussions, 
and the position bar was calculated based on these ratings. 
In the control condition, this position bar was hidden in 
both the user list page and user comment page. 

 
 Figure 1. Interface for user list page 

 
Figure 2. Interface for user comment page 

Material 
In a previous study [18], we identified a number of social, 
political and health related topics that have a balanced 
distribution of supportive and opposing attitudes in the 
similar population. We selected 6 topics from them (see 
Appendix A) for the experiment. Examples are “should 
social security be privatized?” and “should prescription 
drugs be allowed to directly advertise to consumers? ”. 

Category Opinion Summary Comment Examples 

Strong 
pro 

Drug advertisements inform 
patients about medical issues 
therefore should be encouraged. 

An important benefit of direct to consumer advertising is that it fosters an informed conversation 
about health, disease and treatments between patients and their health care practitioners. Pharmacy 
members want patients and consumers to talk to their physicians about the medicines that may help 
them and to fully understand the known risks regarding these medicines. 

Moderate 
pro 

I do not have problem with 
advertisement about prescription 
drug as long as it provides 
unbiased information. 

 I do not have problem with advertisement about prescription drug as long as it provides unbiased 
information, meaning including both its benefits and side effects in a honest manner. A 
prescription drug is something that consumers should be making a rational decision about. And the 
more information consumers have, the better decisions they can make. 

Moderate 
con 

We should ban, or at least limit the 
advertisement of prescription drugs 
to avoid people making biased 
medical decisions. 

I think that U.S. should limit the television commercials for prescription medications for this may 
influence the doctors and make a medication "more popular" without proper reason. Excessive 
promoting of medications using commercials may influence the "popularity" of a certain 
medication. It is a bad thing because people would more frequently ask for it. 

Strong 
con 

Drug advertisement is dangerous 
and should be banned as it may 
mislead patients. 

 Direct to consumer prescription drug ads, like most advertisements, are intended to sell the 
product being advertised. Such ads use marketing tactics that manipulate, create false impressions, 
and therefore mislead consumers instead of educating them about the drugs. It can be dangerous 
that patients start self-diagnosis by the information they get from advertisement. 

Table 1. Example of Comments and Opinion Summary 



Interface can play an important role 

•  Visualize	the	topics	and	tweets	of	users	(Graells-Garrido		2013)	
• Organically	embed	tweets	of	users	with	opposing	view	
• Opposing	users	may	interact,	on	the	basis	of	good	first	impression	

Graells-Garrido,	Lalmas,	and	Quercia.	"Data	portraits:	connecting	people	of	opposing	views”,	arxiv,	2013	

Figure 1: Our data portrait design, based on a wordcloud and an organic layout of circles. The wordcloud contains characterizing
topics and each circle is a tweet about one or more of those topics. Here, the user has clicked on her or his characterizing topic
#d3js and links to corresponding tweets have been drawn.

Figure 2: Display of tweets inside a pop-up speech balloon.

Our aim is to build a tool that recommends users tweets
that they may like, and unknown to them, that come from
people who hold opposite views in a particular sensitive issue
(in our case abortion for users in Chile). We thus need to
determine for each user, what is his or her view with respect
to the sensitive issue under consideration, and what he and
she is interested in general (sport, dining, film, etc.).

User Views For any sensitive issue under consideration, we
collect relevant tweets. Relevance is determined based on

keywords and hashtags contained in tweets. The collected
tweets fall into one of the several issue stances. For each
stance, we compute a stance vector in which each dimension
refers to the importance of a given word taken from the tweets
containing that word. This importance is calculated using
the TF-IDF weighting scheme used in the vector space model
in information retrieval [5, Chapter 3]. We also define a user
vector, in which each dimension refers to the importance of a
given word taken from the user tweets. Finally, we define the
user stance as a vector where each dimension corresponds to
the cosine similarity between the user vector and the several
issue stance vectors. For a pair of users, we define their view
gap as the distance between their stances.

User Preferences To obtain the top-k topics that character-
ize a user (Twitter account), we compute the most common
n-grams (with n up to 3) of the user tweets. Each set of
n-grams is ranked separately, where the score given to each
topic is a linear combination of the number of occurrences
(frequency) and how long ago has the n-gram been written
(time). The weights for frequency and time depend on the
number of words in the n-gram, as unigrams are expected
to be more frequent than bi- or tri-grams. We then combine
the n-gram sets and select the top ranked ones. We do this
for three types of content: mentions (interactions), hashtags
(explicit topics) and words (implicit topics).

Tweet Recommendations Having each user views and
preferences, we are now able to suggest tweets to users. We
do so by ranking tweets based on both:

• Topical Relevance: whether they match the user prefer-
ences. To estimate topical relevance we use the cosine
similarity between the user preferences under consider-

Figure 1: Our data portrait design, based on a wordcloud and an organic layout of circles. The wordcloud contains characterizing
topics and each circle is a tweet about one or more of those topics. Here, the user has clicked on her or his characterizing topic
#d3js and links to corresponding tweets have been drawn.

Figure 2: Display of tweets inside a pop-up speech balloon.

Our aim is to build a tool that recommends users tweets
that they may like, and unknown to them, that come from
people who hold opposite views in a particular sensitive issue
(in our case abortion for users in Chile). We thus need to
determine for each user, what is his or her view with respect
to the sensitive issue under consideration, and what he and
she is interested in general (sport, dining, film, etc.).

User Views For any sensitive issue under consideration, we
collect relevant tweets. Relevance is determined based on

keywords and hashtags contained in tweets. The collected
tweets fall into one of the several issue stances. For each
stance, we compute a stance vector in which each dimension
refers to the importance of a given word taken from the tweets
containing that word. This importance is calculated using
the TF-IDF weighting scheme used in the vector space model
in information retrieval [5, Chapter 3]. We also define a user
vector, in which each dimension refers to the importance of a
given word taken from the user tweets. Finally, we define the
user stance as a vector where each dimension corresponds to
the cosine similarity between the user vector and the several
issue stance vectors. For a pair of users, we define their view
gap as the distance between their stances.

User Preferences To obtain the top-k topics that character-
ize a user (Twitter account), we compute the most common
n-grams (with n up to 3) of the user tweets. Each set of
n-grams is ranked separately, where the score given to each
topic is a linear combination of the number of occurrences
(frequency) and how long ago has the n-gram been written
(time). The weights for frequency and time depend on the
number of words in the n-gram, as unigrams are expected
to be more frequent than bi- or tri-grams. We then combine
the n-gram sets and select the top ranked ones. We do this
for three types of content: mentions (interactions), hashtags
(explicit topics) and words (implicit topics).

Tweet Recommendations Having each user views and
preferences, we are now able to suggest tweets to users. We
do so by ranking tweets based on both:

• Topical Relevance: whether they match the user prefer-
ences. To estimate topical relevance we use the cosine
similarity between the user preferences under consider-

160	



Intermediate topics could serve as a middle 
ground for discussion 

•  #prochoice,	#prolife	users	
• hardly	interact	with	#prochoice	users	in	a	debate	context	
•  although	those	users	could	engage	in	conversation	about	other	
interests,	such	as	#musicmonday	

•  Study	verified	that	such	intermediate	topics	exist		
(Graells-Garrido		2014)	

Graells-Garrido,	Lalmas,	and	Quercia.	"People	of	opposing	views	can	share	common	interests”,	WWW	2014	
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Summary 

• Reducing	polarization	is	beneficial	

•  Several	initiatives	and	tools	for	bursting	filter	bubbles		

• Algorithmic	mediation	/	recommendations	

• Connecting	people	with	opposing	views	is	also	a	psychological	
challenge	

•  Many	studies	have	shown	that	small	details	matter		
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Part 6 
 

Challenges and directions for future research  

163	



Outline 

•  Part	1:	Introduction		
•  Part	2:	Exploring	Polarization		
•  Part	3:	Polarization	Models	
•  Part	4:	Measuring	Polarization		
•  Part	5:	Mitigating	Polarization	
•  Part	6:	Future	Research		

164	



Wrap-up 

•  Polarization	is	an	active	area	of	research	
•  associated	phenomena	–	filter	bubbles	and	echo	chambers	
•  inter-disciplinary	field	

•  psychology,	political	&	social	science,	statistics	&	computer	
science	

• We	saw	efforts	to:	
•  study	instances	of	polarization	on	the	Web	
•  point	out	mechanisms	behind	polarization	
•  quantify	polarization	and	measure	algorithmically	from	web	activity	
• mitigate	its	negative	effects	

165	



Addressed some of the following aspects… 

• Definition	of	polarization	and	related	terms	

• Psychological	and	social	theories	underlying	polarized	settings	
• Why	the	Web	might	increase	polarization	

• How	to	model	polarized	social	interactions	

• Case	studies	on	user	activity	on	the	Web	

• How	to	quantify	the	degree	of	polarization	
• How	to	reduce	polarization	/	open	echo	chambers	

•  Is	social	media	causing	polarization	to	increase?	
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Challenges 

• Many	studies	with	conflicting	results	

•  For	instance,	studies	have	supported	the	following	claims:	
•  Polarization	is	not	increasing	in	the	society	
•  Polarization	is	increasing	but	not	among	the	young	
•  Internet	is	not	becoming	more	segregated	
•  News	consumption	is	not	polarized	
•  The	effect	of	filter	bubbles	is	overstated	
•  Personalization	is	not	bad	
•  Backfire	effect	does	not	exist	
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Why these contradictions? 

• Different	definitions	(of	polarization,	echo	chambers,	filter	bubbles)	

• Different	datasets		
• Different	populations	
• Reporting	bias	
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There is still a large chunk of people who are 
not interested 

• Most	people	pay	little	or	no	attention	to	politics	

• The	audiences	of	Fox	news	and	MSNBC	are	only	2-3	million	at	
most,	out	of	300	million	Americans	compared	that	to	audiences	
for	entertainment	shows	like	Big	Bang	Theory,	The	Walking	Dead,	
etc.	which	are	in	the	10s	of	millions.		

• Similar	traffic	numbers	for	Breitbart	(10	million)	vs.	main	stream	
news	like	NYT	and	Washington	post	(70-100	million).	
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Future research directions 

• Measure	the	extent	of	polarization	and	other	phenomena	

• Modeling	
• different	user	roles	
• how	users	react	to	content	from	different	sides	

• Psychological	/	design	challenges		
• users	might	react	negatively	to	seeing	content	they	do	not	
choose	

• Echo	chambers	
• do	users	get	out	of	their	echo	chambers?	
• combine	offline	and	online	data	
•  real	life	consequences	of	polarization	
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Future research directions 

• Biases	in	data	
• Representativeness	
• US	bias	
•  impact	of	bots	

• Ethics	of	bubble	bursting	
• Should	platforms	intervene	to…	

•  reduce	polarization?	
• nudge	users	outside	echo	chambers?	

171	



Ethics of Bubble Bursting in Search 

•  Search	engine	→	Filter	bubble	→	Confirmation	bias	→	Echo	
chambers	

• How	can	search	engines	present	results	for	polarized	topics	better?	
• Challenges	

• What	is	the	responsibility	of	the	medium	(search	engine)?	
•  Show	both	sides?	Even	if	one	side	can	be	harmful?	(vaccines-autism)	

• No	clear	answer	
•  Some	studies	suggest	that	exposing	users	to	opposing	opinions	
increases	their	interest	in	seeking	diverse	opinions	
Dori-Hacohen,	S.,	Yom-Tov,	E.,	&	Allan,	J.	"Navigating	Controversy	as	a	Complex	Search	Task."	(2015)	

• Others	show	adverse	effects.	
Bail	CA,	Argyle	L,	Brown	T,	Bumpus	J,	Chen	H,	Hunzaker	MF,	Lee	J,	Mann	M,	Merhout	F,	Volfovsky	A.	Exposure	to	
Opposing	Views	can	Increase	Political	Polarization:	Evidence	from	a	Large-Scale	Field	Experiment	on	Social	Media.	
(2018)	
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Thank	you	
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