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What is happening?
Nothing new. 

It is actually an old story…
… about new technology.

It is about HOW we built this version of AI, 
which assumptions and shortcuts we made.
It is a bit about the sociology of science too … 



What is happening?

It is actually two stories...

Two technological breakthroughs have been 
converging fast for a while now…

 A global Interconnected Data Infrastructure
 Success in Artificial Intelligence (finally)

(trust me, this does matter)
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The power of Data

Data became 
“the new oil” …  





Getting the Data

How did AI agents manage to get access to the billions of examples that fuel 
every behaviour they need to produce?

How do they see enough discarded emails, shopping baskets, conversations, 
voices of different speakers, faces of different people, news reads,  … ?

This is another story, that happened at the same time, and needs to be 
told…

IT IS THE STORY OF HOW WE STARTED  TO USE “DATA FROM THE WILD”
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Selecting news, comparing prices, ...



… and collecting data. 

At one end, delivering personalised intelligent services / 
suggestions / advice / connections / access (free to the customer, 
commission from the supplier). 

At the other end (necessarily?) collecting data: 
who shopped for what, when and where?
what did they actually buy?

This by-product of a sale may be as valuable as the commission. 
WHAT IS THE ACTUAL BUSINESS MODEL ?



Artificial Intelligence and Data Infrastructure - 
A Perfect Match...

As it grew the new infrastructure needed new algorithms to be usable, so that we can 
- find contents - screen money transactions - block spam - suggest new products  ….

At the same time, as we used more of it, we generated vast masses of data for it to 
learn from: text, speech, purchases, actions, ratings, rankings, payments, etc …

Suddenly there was a new source of personal information about all of us, but there 
was also a new source of “fuel” for the machines...



 It identifies the causes for those successes in the availability of large amounts of 
data, already created for different purposes. “In other words, a large training set of 
the input-output behaviour that we seek to automate is available to us in the wild. In 
contrast, traditional NLP problems such as (…) POS tagging (...) are not routine 
tasks so they have no large corpus available in the wild. Instead a corpus for these 
tasks requires skilled human annotation. Such annotation is not only slow and 
expensive to acquire, but also difficult for experts to agree on (...). The first lesson 
of web-scale learning is to use available data rather than hoping for annotated data 
which is not available. For example we find that useful semantic relationships can 
be learned from the statistics of web queries, or from the accumulated evidence of 
web-based text patterns and formatted tables, in both cases without needing any 
manually annotated data”



 This started early, for example:  [Boyan et al, 1996]: “we make a design 
decision not to require users to give explicit feedback on which hits were 
good and which were bad (… ) instead we simply record which hits people 
follow, (…) because the user gets to see a detailed abstract of each hit, 
we believe that the hits clicked by each user are highly likely to be 
relevant (… )“.



The shift between retrieval and recommendation is very subtle, as they 
rely on the very same set of techniques. After being user in retrieval, 
Implicit feedback was also proposed as a way to improve recommender 
systems since 1998 [Oard and Kim, 1998], and clickthrough data were 
proposed since 2002 as a proxy for relevance in search engines 
[Joachims 2002]. From the late 1990s Amazon and others were making 
use of the feature “people who bought this also bought …” which also 
makes a clever use of implicit signals [Shafer et al, 1999]. 
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Then one day 
we started seeing this...
And then the floodgates 

opened and there was not going back ...



…

https://www.theguardian.com/
world/interactive/2013/nov/01/
prism-slides-nsa-document

https://www.theguardian.com/


…

…



Targeting voters...
To Trump 2016 …
Cambridge Analytica (2016) added to the mix also 5 
personality traits of voters, inferred from social media 
posts. 
(ocean =  openness, conscientiousness,
extraversion, agreeableness, neuroticism)
(machine learning + personal data...)

[BUT: obama 2008 campaign not too different]
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Nothing sinister or malicious…
… just another day in machine learning.

How were the training / testing set selected?
How was performance evaluated?
How was the tool eventually used?

Small statistical mismatches…
… nobody’s fault.
Yet...
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We have built a new mass medium, that has no precedent in 
history, incorporating AI, 

differently than telephone, telegraph, radio, TV,
this one is  aware of its contents (can stop, promote, translate, ...)  
and looks back at us,  (and remembers)

we really need to use the theory of mass media… 
(mcluhan, even popper, etc)

 

Ask McLuhan about Media and Neutrality

https://pixabay.com/en/monitor-eye-watch-spy-2276053/



The data infrastructure can now recommend or block items just because they 
are sort-of similar to other items that people sort-of like us  liked or disliked. 

It can use this capability to generalise in order to  personalise our relation with it

 It is constantly refining its model of our individual 
preferences (such models  exist multiple times within specific services, say 
online  shops, search engines,  or social networks, )



-We have built a new medium, put at the centre of our lives
-It contains AI
-It looks at us, it learns from us
-It can learn the best of us, it can learn the worst of us
-We cannot opt out
-We have not really removed intermediators, but replaced them with intelligent 
algorithms ...

An interesting new problem for all of us...
⇒ living with intelligent machines. 

So this is where we are...
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The three shortcuts … 

…

…

The use of social machines to generate intelligent agents … (humans as participants) 

.



…

…



These shifts do matter - scientific progress is made of this sort of 
things

We probably need to move a little further now, predictive accuracy 
is no longer enough. 
We are discovering that when we apply learning algorithms to 
people on this scale, performance is measured in a more complex 
way

Change is on its way… 
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… just there is no free lunch 

An old story, about new technology...




